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Abstract 
The initial stages of a project tracking the literary reputation of authors are described. The critical reviews of six authors who either  
rose to fame or fell to obscurity between 1900 and 1950 will be examined and we hope to demonstrate the contribution of each text to 
the evolving reputations of the authors. We provide an initial report  on the use of the semantic orientation of adjectives and their rough  
position in the text to calculate the overall orientation of the text and suggest ways in which this calculation can be improved.  
Improvements include further development of adjective lists, expansion of these lists and the consequent algorithms for calculating 
orientation to include other parts of speech, and the use of Rhetorical Structure Theory to differentiate units that make a direct 
contribution to the intended orientation from those that are contrastive or otherwise make an indirect contribution. 
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1. Introduction 
The objective of our research is to extract information on 
the reputation of different authors, based on writings 
concerning the authors. The project aims to create a 
database of texts, and computational tools to extract 
content automatically. 
 
Research on opinion and subjectivity in text has grown 
considerably in the last few years. New methods are 
being created to distinguish objective from subjective 
statements in a text, and to determine whether the 
subjective statements are positive or negative with 
respect to the particular subject matter. We believe that 
the methods currently being used to extract subjective 
opinion, or sentiment, from movie and consumer product 
reviews (e.g., Gamon, 2004; Hu & Liu, 2004; Turney, 
2002)  can be applied to literary reviews and other texts 
concerning author’s works.  
 
In this paper, we describe some of the methods currently 
being used to extract sentiment from text, and explain 
how we are applying those methods to literary reviews, 
letters to the editor, newspaper articles, and critical and 
scholarly publications concerning six authors who were 
active in the 1900-1950 period. Section 2 provides some 
background on literary reputation, and how we plan to 
quantify it. Section 3 discusses sentiment detection, as it 
has been applied to movie reviews and other present-day 
reviews of consumer reports. In Section 4, we address the 
issue of document structure: how important it is to 
identify the most important parts of the text, and what 
methods we can use to that end. This project is in its 
initial stages, and we do not have conclusive results yet. 
We present, however, the current state of the system in 
Section 5 , and illustrate it  with two examples in Section 6. 
Finally, conclusions and a discussion of future work are 

found in Section 7.  

2. B ackground 
The question of why writers’ works, and by extension 
their literary reputations, fall in and out of critical and 
popular favour has long fascinated literary crit ics. In 
1905, Marie Corelli was the best-known and most 
successful novelist in Britain. By 1950 she had been 
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systematic analysis of the records in order to derive 
conclusions about the “literary opportunities” of women 
at the turn of the century. Tuc hman & Fortin admit, 
however, “Although our data about the literary 
opportunities of most women novelists are substantial, 
our conclusions are based on inferences.” (Tuchman & 
Fortin, 1989: 18). Our project asks similar questions to 
Tuchman & Fortin and Herrnstein Smith, but we have 
designed it so that it permits us to combine the aesthetic 
and evaluative concerns raised by the former with the 
kinds of quantitative methodology employed by the latter.  
 
The quantitative aspects of the project are based on 
research in information retrieval and text categorization. 
We are scanning documents pertaining to the authors in 
this study into a computer database designed to store 
them, and we will then analyze these documents 
automatically for positive and negative content, i.e., the 
document’s overall sentiment . This problem has been 
characterized as one of determining whether the text is 
“thuh8 60.5  TD 0rTw t e7¸çV|5  TD i�,h�4ning whether the text is 
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satellite. Some relations are also multinuclear, consisting 
of two spans that are equal in importance. The nucleus 
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towards the end of the text. We also take negation into 
account, changing the sign of an adjective in the scope of 
a negating word (e.g., not, no, nor, neither ad up on into  0j2 T.25 -9.75  T7140.015  Tc60.0087 signnparticular authoo, aad whet newwratgreviewers saype of 
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results but is limited by the size and accuracy of the list of 
adjectives used, the accuracy of the algorithm used to 
identify adjectives, the ability of the algorithm to 
recognize the context in which the adjective appears 
(including the presence of negating elements and where 
the adjective appears in the text ), the contribution to the 
sentiment of the text by words of other parts of speech, 
and the overall discourse structure of the text. Each  of 
these limitations suggests fruitful avenues of research. 
 
We are engaged in developing algorithms for 
automatically developing adjective dictionaries . Future 
research will expand this effort to include semantic 
orientation dictionaries for nouns and verbs as well. As 
these are developed, algorithms for integrating their 
contribution to the orientation of the text as a whole can 
be investigated. 
 
An accurate identification of semantic orientation 
requires analysis of units larger than individual words ; it 
requires understanding of the context in which those 
words appear. To this end, we intend to use Rhetorical 
Structure Theory to impose on the text a structure that 
indicates the relationships among its rhetorical units. In 
particular, we want to distinguish units that are nuclei 
from those that are satellites so that their respective 
contributions can be appropriately calculated. 
 
Finally, since the overall structure of a text is often  Tw (the cT72ng alg3 of a text .c05kFe3io8.0352 ss91l941ements a203ctive )w49 .0152  Tc3 be
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