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Abstract

Many efforts in corpora annotation start with segmenting discourse into
units of analysis. In this paper, we present a method for deciding on seg-
mentation units within Centering Theory (Grosz et al. 1995). We survey
the different existing methods to break down discourse into utterances and
discuss the results of a comparison study among them. The contribution of
our study is that it was carried out with spoken data and in two different
languages (English and Spanish). Our comparison suggests that the best
unit of analysis for Centering-based annotation is the finite clause. The
final result is a set of guidelines for how to segment discourse for Centering
analysis, which is also potentially applicable to other analyses.

Keywords: corpus annotation; discourse units; anaphora; Centering Theory;
Spanish.

1. Introduction

Any project that codes and analyzes discourse data needs to solve one
major problem: how to segment discourse. Decisions in this area are
sometimes based on theoretical grounds: following a particular theory
of discourse implies adopting that theory’s units of discourse. In other
situations, decisions are practical: the method needs to be consistent
across coders, and maybe apply to different languages. Identifying units
of analysis is often desirable, as Chafe points out: “Researchers are al-
ways pleased when the phenomena they are studying allow them to iden-
tify units. Units can be counted and their distributions analyzed, and
they can provide handles on things that would otherwise be obscure.”
(Chafe 1994: 58).

In this paper, we use the term ‘utterance’ or ‘segment’ to refer to the
units of analysis in Centering Theory. In other applications, ‘segment’
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refers to the broad parts into which a discourse can be divided (e. g.,
introduction, thesis statement), or to discourse segments, recognizable
because each has a purpose, an intention on the part of the speaker or
writer (Grosz and Sidner 1986). We are not concerned with those high-
level discourse segments here, but only with minimal units of analysis,
typically interpreted to be entire sentences or finite clauses. There are, in
fact, a number of possible minimal discourse units: the complete sen-
tence (most often found in carefully constructed written text); the matrix
clause plus dependent adjuncts, similar to the T-unit used in develop-
mental studies and text analysis (Hunt 1977); the finite clause; the clause
(finite or non-finite); the clause, with any adjuncts (including preposi-
tional adjuncts); the speech act; or the turn-constructional unit (Sacks
et al. 1974). In Section 2, we discuss which of those units were considered
in our analysis.

We describe an effort to find the best segmentation method for apply-
ing Centering Theory (Grosz et al. 1995), a theory of focus of attention
and anaphora, to spoken language. This is the first step in a large-scale
corpus annotation project, with a view towards automatic anaphora res-
olution. We believe that deciding on units of analysis should be a first
step in any large-scale analysis of Centering. One such effort (Poesio
et al. 2004) considered mostly written texts in English. Our main focus
is Spanish, but we also considered the applicability of different methods
to English, to ensure a minimum of cross-linguistic validity. This paper
is concerned with both English and Spanish data equally, although our
future annotation efforts will involve mostly Spanish. Our contribution
is a tested, validated method for utterance segmentation that can serve
as the starting point for any Centering analysis. Although the focus of
our analysis is quite narrow (an application of Centering Theory to spo-
ken language analysis), it has wider implications. We show how one can
devise methods and tests to decide on the minimal unit of corpus coding.
The tests may vary from one project to the next, but overall the types of
questions that we ask and the type of tests that we use should be appli-
cable to a variety of projects in corpus coding.

The corpus used for this paper consists of two sets of English and
Spanish telephone conversations, distributed by the Linguistic Data
Consortium.1 The CallHome corpus was an effort by the Linguistic Data
Consortium to collect spontaneous telephone conversations. Participants
were given thirty minutes of long-distance calling time, to call relatives
or friends, provided they agreed to being recorded. There are CallHome-
style recordings for a variety of languages. For this particular study, we
chose five conversations in (American) English and five in Spanish.
There is no detailed information on place of origin for the Spanish
speakers, but we were able to identify a variety of dialects. In this sense,
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the English corpus is more homogeneous, since most callers were speak-
ers of American English. The conversations are about 30 minutes long,
but only five minutes of each conversation were transcribed (Kingsbury



66 M. Taboada and L. Hadic Zabala

The choice of T-units in analysis is not without its critics, who point
out that traditional sentences may be a better choice (Bardovi-Harlig
1992), that the T-unit is not clearly defined (Barnwell 1988; Gaies 1980),
or that it is not stable in length across genres (Witte 1980). The T-unit is
typically used to show how first language learners increase T-unit length
and complexity in the course of language development (O’Donnell 1976).
Barnwell (1988) suggests that T-units are not useful measures in second
language learning, because, on the one hand, they fail to capture other
problems with L2 learners, such as morphological errors, while, on the
other hand, they do not reward increased sophistication in vocabulary.
Reed and colleagues (Reed et al. 2001), in a comparison of different
methods, have shown that the choice of unit of analysis, or ‘utterance’,
had an effect on the results of a syntactic complexity study.

T-units are also used in the analysis of spoken data, such as Bäcklund’s
study of telephone conversations (Bäcklund 1992). However, in spoken
language other units are commonly adopted. Researchers within Conver-
sation Analysis (Sacks et al. 1974) segment spoken discourse into Turn-
Constructional Units (TCUs), defined as “[…] unit-types with which a
speaker may set out to construct a turn. Unit-types for English include
sentential, clausal, phrasal, and lexical constructions.” (Sacks et al. 1974:
702). According to Schegloff (1996), both syntax and prosody contribute
to the identification of TCUs, with syntax taking precedence. Other re-
searchers have drawn attention to problems in the definition. Selting
(2000) says the “possible completion point” and syntactic completeness
criteria are sometimes in conflict: Some constructions are syntactically
continued, but prosodically independent (Selting 2000: 481). She charac-
terizes TCUs as “the result of the interplay of syntax and prosody in a
given semantic, pragmatic, and sequential context” (Selting 2000: 511).
Ford and Thompson (1996) and Ford, Fox and Thompson (1996) have
also pointed out that a TCU is defined through the interaction of syntac-
tic, prosodic and pragmatic completion. The characterization by Selting
and Ford and colleagues is probably accurate, but it makes consistent
and reliable segmentation difficult, since it involves a holistic approach
to identifying each possible unit. Having different criteria converge
would probably mean more chances for annotators to disagree when
criteria are in conflict. One annotator may give more importance to,
for instance, phonological criteria, whereas another one may consider
syntactic criteria to be overriding.

In a recent paper, Thompson and Couper-Kuhlen (2005) argue for the
clause as the basic unit of interaction. Clauses are “understood as [predi-
cate � phrases that accompany it], while ‘sentence’ is a term reserved
for a unit that can consist of either a clause or a combination of clauses”
(Thompson and Couper-Kuhlen 2005: 499). Their argument hinges on
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the notion of predicate (i. e., verb): hearers can anticipate where a predi-
cate occurs, and often what the nature of the predicate will be. Hearers
can then anticipate when an utterance (� a clause) will end, because
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genre within Systemic Functional Linguistics (Eggins and Martin 1997;
Eggins and Slade 1997), a text or a piece of spoken discourse that be-
longs to a particular genre has different stages, some of them optional
and some obligatory. The stages are the chunks or discourse segments
of each discourse, each one of them fulfilling specific goals, and showing
characteristic linguistic properties in terms of syntax, vocabulary or dis-
course structures. Taboada, for instance, has studied the different stages
of task-oriented conversation (Taboada 2004a), and of bulletin board
posts (Taboada 2004b). We are not concerned with those larger chunks
of discourse here, but only with the minimal units into which discourse
can be broken down for the purpose of analysis.

It is obvious that there are multiple proposals for the problem. It
seems that each group of researchers, each field that studies discourse,
or even each new research project, devises a definition to suit their
purposes. We illustrate the problem of segmenting discourse into units
with a particular application: the annotation of conversations according
to Centering Theory. A systematic approach to segmentation, even when
it is borne out of a particular study, may have uses for other approaches.

The units we considered for our study are towards the smaller, more
self-contained end of the spectrum. Since Centering is concerned with
anaphora across units, our aim is to find a sentence or clause-like unit.
Turns may contain more than one sentence, and therefore multiple in-
stances of anaphoric references. As we discuss in Section 4, finite clauses
and sentences (a main clause and any embedded or subordinate clauses
attached to it) are the main contenders in our study.

3. Centering Theory6

Centering (Grosz et al. 1995; Walker et al. 1998a) was developed within
a theory of discourse structure (Grosz and Sidner 1986) that considers
the interaction between (i) the intentions or purposes of the discourse
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(Barzilay and Lapata 2005; Hurewitz 1998), including measuring coher-
ence for automatic scoring of essays (Miltsakaki and Kukich 2004).

Centers are semantic entities that are part of the discourse model of
each utterance in the segment. Centers are always nominals; event and
propositional reference have not been widely studied within the theory.
For each utterance, Centering establishes a ranked list of entities men-
tioned or evoked, the forward-looking center list (Cf). The list is ranked
according to salience, defined most often in terms of grammatical rela-
tions. The first member in the Cf list is the preferred center (Cp). Addi-
tionally, one of the members of the Cf list is a backward-looking center
(Cb), the highest-ranked entity from the previous utterance that is real-
ized in the current utterance.

Example (1) illustrates these concepts.7 Let us assume that the utter-
ances in the example constitute a discourse segment.8 In the first utter-
ance, (1a), there are two centers: Harry and snort. (1a) does not have a
backward-looking center (the center is empty), because this is the first
utterance in the discourse segment. In (1b), two new centers appear: the
Dursleys and their son, Dudley. The lists include centers ranked according
to two main criteria: grammatical function and linear order. (Ranking
will be further discussed in Section 5.) The Cf list for (1b) is: Dursleys,
Dudley.9 The preferred center in that utterance is the highest-ranked
member of the Cf list, i. e., Dursleys. The Cb of (1b) is empty, since
there are no common entities between (1a) and (1b). In (1c), a few more
entities are presented, and they could be ranked in a number of ways.
To shorten the discussion at this point, we will rank them in linear order,
left-to-right (i. e., the order in which they are mentioned). In any event,
the most important entities seem to be the subject, which is the same as
in (1b), Dursleys; and Dudley, realized in the possessive adjective his
(twice). The Cp is Dursleys, since it is the highest-ranked member of
the Cf list, and the Cb is also Dursleys, because it is the highest-ranked
member of (1b) repeated in (1c). The next utterance, (1d), reintroduces
Harry to the discourse, and links to (1c) through Dudley, which is the
Cb in (1d).

(1) a. Harry suppressed a snort with difficulty.
b. The Dursleys really were astonishingly stupid about their son,

Dudley.
c. They had swallowed all his dim-witted lies about having tea with

a different member of his gang every night of the summer holi-
days.

d. Harry knew perfectly well that Dudley had not been to tea any-
where;

e. he and his gang spent every evening vandalising the play park,
[...]
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In (2) we see the Cf, Cp and Cb for each of the utterances in the
segment, plus the transitions between utterances (discussed below):

(2) a. Harry suppressed a snort with difficulty.
Cf: Harry, snort

Cp: Harry � Cb: Ø
Transition: zero

b. The Dursleys really were astonishingly stupid about their son,
Dudley.
Cf: Dursleys, Dudley

Cp: Dursleys � Cb: Ø
Transition: zero

c. They had swallowed all his dim-witted lies about having tea with
a different member of his gang every night of the summer holi-
days.
Cf: Dursleys, Dudley, lies, tea, member, gang, night, holidays

Cp: Dursleys � Cb: Dursleys

Transition: continue

d. Harry knew perfectly well that Dudley had not been to tea any-
where;
Cf: Harry, Dudley, tea

Cp: Harry � Cb: Dudley

Transition: rough shift

e. he and his gang spent every evening vandalising the play park, [...]
Cf: Dudley, gang, evening, park

Cp: Dudley � Cb: Dudley

Transition: continue

In addition to the different types of centers, Centering proposes transi-
tion types, based on the relationship between the backward-looking cen-
ters of any given pair of utterances, and the relationship of the Cb and
Cp of each utterance in the pair. Transitions, shown in Table 1, capture
the introduction and continuation of new topics. Cbi and Cpi refer to�

continue��
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of the current utterance is the same as the Cb of the previous utterance.
Transitions capture the different ways in which a discourse can progress:
from how an utterance refers to a previous topic, the Cbi�1, and it is
still concerned with that topic, the Cpi , in a continue, to how it can
have a weaker link to the previous topic, in a rough shift. Transitions
are one explanation10 for how coherence is achieved: a text that main-
tains the same centers is perceived as more coherent.

We provide the transitions for each utterance in (2) above. The first
utterance has no Cb, because it is segment-initial, and it therefore has
no transition (or a zero-Cb transition). The transition between (2a) and
(2b) is also zero. Between (2b) and (2c) there is a continue transition,
because the Cb of (2b) is empty, and the Cp and Cb of (2c) are the same,
Dursleys. Utterance (2d) has a different Cb from (2c), and it also shows
different Cb and Cp, producing then a rough shift in the transition
between (2c) and (2d). Finally, (2e) and (2d) are linked by a continue

transition.
Because transitions capture topic shifts in the conversation, they are

ranked according to the processing demands they pose on the reader.
The ranking is: continue > retain > smooth shift > rough shift.
This transition ranking is often referred to as Rule 2 in the Centering
paradigm. Centering predicts that continue will be preferred to retain,
and retain to shifts, all other things being equal. The preference applies
both to single transitions and to sequences of transitions.

Other transition types have been proposed: Kameyama (1986b) added
a center-establishment transition; Poesio et al. (2004) make a distinction
between null and zero transitions. The difference hinges on whether to
include Cbi�1 � Ø in the continue and retain transitions. In current
work (Taboada 2008) we are exploring more refined transition classifica-
tions; for this paper we coded the corpora using the transitions in
Table 1.

In addition to transitions, Centering proposes rules and constraints.
Among them, the most relevant for us is Rule 1. Rule 1 captures the
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4. Variations in Centering Theory

There are variations and disagreements in the interpretation of a number
of the constructs in Centering, from the exact definition of backward-
looking center (Cb) to how to populate the list of forward-looking cen-
ters, the Cf list (Poesio et al. 2004). The starting point of any application
of Centering is the definition of ‘utterance’. The notions of discourse
segment and utterance are very important: Centering predicts the behav-
iour of entities within a discourse segment; centers are established with
respect to the utterance. As it turns out, precisely what an utterance is
has been a matter of debate and interpretation. As Centering came to be
applied in different areas and to different languages, it underwent some
transformations, most significantly in the method for utterance segmen-
tation and in the ranking of the Cf list. We concentrate here on the
segmentation methods for utterances, named after the author(s) who
proposed them. We evaluated four of the proposals, which we discuss in
the next sections, excluding the very general proposal by Grosz, Joshi
and Weinstein (1995) that we describe in Section 4.1.

4.1. Grosz, Joshi and Weinstein (1995)

The original formulation of Centering Theory proposed that discourse
is divided into utterances, which are the units of analysis in Centering.
Segmenting is based on the discourse structure theory of Grosz and
Sidner (1986), which divides discourse, first of all, into discourse seg-
ments. A discourse segment is recognizable because it always has an
underlying intention associated with it. Discourse segments can also be
embedded. They exhibit local coherence (among the utterances in the
segment), and global coherence (with other segments in the discourse).

Each discourse segment can, in turn, be composed of utterances. No
particulars are given as to how to segment discourses into utterances. In
the 1995 paper, a few examples suggest that the sentence is the basic unit
of analysis. Examples (3) and (13) in that paper, reproduced below as
(3) and (4), show compound sentences with two coordinated clauses as
single utterances.

(3) a. Terry really goofs sometimes.
b. Yesterday was a beautiful day and he was excited about trying

out his new sailboat.
c. He wanted Tony to join him on a sailing expedition.
d. He called him at 6 AM.
e. He was sick and furious at being woken up so early.
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(5) a. but um we didn’t have any trees
b. so we don’t didn’t lose anything

(6) a. and then Friday we saw a thing or two
b. and came back

(7) a. I mean unless you’re going to be really trying to make money
off them

b. there’s no point

(8) a. Isn’t that a pain in the ass
b. when they do that?

In (9), we see a longer stretch of text, with a subordinate clause in
(9b). The yeah of speaker A is disregarded in the Centering analysis,
since it is a backchannel (Yngve 1970) or an agreement with what the
other speaker is saying. In our analysis, we do not count backchannels
as units for the analysis, unless they introduce new entities in the dis-
course or refer to entities already present (Hadic Zabala and Taboada
2006; Taboada 2008). The utterance is relevant for the overall corpus
analysis and it has a clear function, but it is not part of the progression
or introduction of discourse entities. The ‘previous utterance’ for (9d) is
(9b). We will see that the analysis for this example is different under the
segmentation system of Suri and McCoy (1994), since for them (9a) and
(9b) form one unit.

(9) B: a. You know I’ve got to wait for that to calm down
b. before I do anything with it

A: c. yeah
B: d. And uh they’re selling it like for uh six million uh uh …

On the other hand, non-finite subordinate clauses belong to the same
utterance unit as their matrix clause. In Example (10), from the Spanish
corpus,12 the non-finite subordinate clause para enganchar todo (‘to hook
up everything’) does not constitute a separate utterance and belongs in
the same unit with the matrix clause.

(10) porque
because

tenemos
have.1pl.pres

unos
one.masc.pl

por
around

ahı́
there

para
to

enganchar
hook.up.inf

todo,
everything,

‘because (we) have some (modems) around to hook up every-
thing,’

Clausal complements, whether finite or not, are part of the clause in
which they are arguments. In Example (11) the matrix verb prefiero (‘(I)
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prefer’) introduces a non-finite complement, quedarme
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is found in the embedded clause, (14b), which would be ignored under
this segmentation method.

(14) a. We’ll I’ll we’ll try to let you know what the date is
b. [because he he he really would prefer to either have you there]
c. otherwise he’ll videotape you

Suri and McCoy discuss because
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(19) B: a. You know I’ve got to wait for that to calm down before
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Characteristic 3 refers to a distinction proposed by Strube and Hahn
(1996; 1999), where transitions are ranked based on inference load. They
introduced two new transitions, in addition to those in Table 1. Since
the Cp of an utterance is the expected Cb of the next utterance, a transi-
tion is cheap if the prediction holds, and expensive otherwise. In other
words, in a cheap transition, Cb (Ui) � Cp (Ui�1); in an expensive transi-
tion, Cb (Ui) � Cp (Ui�1).

Characteristic 4 is obviously necessary, if our final goal is to provide
a good method for anaphora resolution. Eventually, we want to use
Centering to solve anaphora, maybe with an existing method (Brennan
et al. 1987; Strube 1998; Strube and Hahn 1999), or with a new algo-
rithm. This is not the goal of all Centering-based analyses. Poesio et al.
(2004) are concerned with generation issues, but we are more interested
in parsing and anaphora resolution. Nevertheless, we would like to ex-
plore the possibility of a unified Centering method for both parsing and
generation. There are different possible interpretations of this constraint,
but ours was focused on the starting point of anaphora resolution, find-
ing the antecedent for an anaphor. Centering deals exclusively with
anaphoric relations across utterances: The antecedent for a pronoun in
the current utterance can be found by examining the possible anteced-
ents in the previous utterance. Intra-sentential anaphora has to be ad-
dressed through other methods than Centering (e. g., Binding Theory,
agreement and syntactic constraints in general). Therefore, the first con-
straint to find the antecedent for a pronoun in the current utterance is
that the antecedent cannot be in the current utterance. When Centering
utterances are entire sentences, it is more likely that both pronoun and
antecedent are in the same utterance. Miltsakaki (2002) understands that
this is a problem with her segmentation proposal, but proposes to ad-
dress it by using methods other than Centering for solving those ana-
phors.

We have chosen these characteristics as the basis for our comparison.
The characteristics are not necessarily restricted to constraints within
Centering, and can be widely interpreted to be characteristics of coherent
discourse. Characteristic 1 refers to the preference to maintain a topic:
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Table 2. Utterances for which no topic could be identified

English Spanish

Total Utts. without Total Utts. without
utterances a topic utterances a topic

Kameyama 1268 399 (31.47 %) 1024 315 (30.76 %)
Suri and McCoy 1268 404 (31.86 %) 1024 318 (31.05 %)
Miltsakaki 1187 364 (30.66 %) 954 278 (29.14 %)
Poesio 1625 778 (47.88 %) 1276 531 (41.61 %)

that it breathes. There are several possible pseudo-clefts, among them:
What the house does is breathe.

(1) but uh the house here uh breathes

The topics were assigned in consultation. We assigned topics separately,
and we decided together on difficult cases, where we had had no agree-
ment. We found that many utterances did not have a clear topic, and
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more than one Other). The Spanish Cf template, shown in (24), is based
on our ongoing work in Spanish (Hadic Zabala and Taboada 2006; Ta-
boada 2002, 2005, 2008). It relies on grammatical function, except for
psychological verbs (the equivalent of It pleases me in English), where
the Experiencer is higher than the Subject.

(24) Experiencer > Subj > Animate IObj > DObj > Other > Imper-
sonal/Arbitrary pronouns

To populate the Cf list, we allowed indirect realization of entities: null
subjects; member:set relations (Mom:Mom and Dad) and part:whole re-
lations (branches:trees). We found that a strict direct realization (where
the entities have to be mentioned explicitly in the utterance) resulted in
a large number of empty Cbs. What exactly an indirectly realized entity
is may, of course, not be obvious. We used the relations identified by
Halliday and Hasan (1976) as lexical cohesion (synonymy, hyponymy,
and superordinate, but not collocation, which does not necessarily link
entities with the same referent). As described below, we tested our agree-
ment on this task. We also include first and second person pronouns in
the Cf list.

Coding was done by the two authors, first separately, and then com-
paring results and reaching consensus. To make sure that our coding
was reliable, we also compared this agreed-upon coding with the coding
of a third analyst, who had received a few sessions of training with the
coding.24 We compared one English and one Spanish conversation, for
all the potentially subjective measures: segmentation, Cf ranking and
topic assignment. We compared the conversation using Kameyama’s seg-
mentation method (because it is the one we eventually decided on). It is
not clear to us that standard measures of agreement, such as kappa
(Carletta 1996), are appropriate for this comparison, since there are no
pre-defined categories to assign, such as a specific number of speech acts,
or a yes/no distinction (e. g., is the sentence subjective or not?). Rather,
the categories are defined by each sentence: each will have a different
list of entities, and a different topic, depending on the entities present.
For this reason, we calculated percentages of agreement.

Agreement on segmentation was 91.89 % in the English conversation,
and 92.89 % in Spanish. The full details are as follows: In the English
conversation, the number of segments for the composite of the first two
coders was 407. Of those, Coder 3 had exactly the same segmentation in
374 of the utterances (91.89 %). In Spanish, the first two coders divided
the conversation in 422 utterances. Coder 3 performed the same segmen-
tation for 392 of those (92.89 %). Disagreements were mostly related
to spoken language issues: whether to separate false starts and some
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Table 4. Summary of disagreements in topic assignment

English Spanish

Coder 3 agreements/ 281/338 240/332
Coders 1�2 utterances (83.14 %) (72.29 %)
Disagreements:
One assigned, other did not 19 30
Different topics 38 62

number of utterances that Coders 1 and 2 (the two authors) had agreed
upon (406 for English), and for how many of those Coder 3 also had
the same Cf ranking (314, that is, 77.34 % in English). The next three
rows show a breakdown of the disagreements into different types.

The agreement on topic assignment is summarized in Table 4 below.
The coders agreed 83.14 % of the time in English (281 out of 338 utter-
ances). Of the 57 utterances where the two sets of coders (the two au-
thors vs. the third coder) did not agree, 19 (33.3 %) were disagreements
in whether theisag
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The worst method in this aspect is Poesio, which produces 46.83 % of
empty Cbs in English, and 38.01 % in Spanish (in relation to the total
number of utterances for each method). As we increase the length of
utterances, the number of zero Cbs decreases. Kameyama has more zero
Cbs than Suri and McCoy, and the latter more than Miltsakaki. It is
obvious that the more entities included in an utterance, the more the
chances that one of those will have a connection to the previous utter-
ance. Contrary to what we expected, linking main clauses and ignoring
intervening adjunct clauses in Suri and McCoy did not result in a lower
number of empty Cbs. In Example (26), the antecedent for the zero first
person plural in (26c) is to be found in (26b). If we ignore (26b), the
method produces an empty Cb for (26c).

(26) a. bueno,
well,

mandan
send.3pl.pres

todos
all

los
the

impuestos
taxes

de
of

la
the

zona
area

‘Well, (they) send all the taxes for the area’
b. para

so
que
that

los
cl.3pl

cobremos
collect.2pl.subj

‘so that (we) can collect them’
c. viste,

you.see,
entonces
then

bueno,
well,

funcionamos,
work.2sg.pres

eh,
uh

‘you see, then, well, (we) manage, uh’

We compared the four methods according to each characteristic, to see
if there were statistically significant differences among them. We used
ANOVA, with a randomized complete block design, where each conver-
sation is a block (Montgomery 2005). All tests were done at the α � 0.05
level. The results showed a statistically significant difference (p-value <
0.01) in mean levels among the methods both for English (F3,11 �
178.46) and for Spanish (F3,10 � 118.95).26 This just tells us that there is
some difference among the methods, but not which one or ones are
different. A Least Squares Means test using Tukey’s HSD (Tukey 1953)
shows that Poesio is significantly different from the other methods. We
re-run the model, leaving out the conversations coded according to Poe-
sio’s method, and this time we found no statistically significant difference
in English. In Spanish, on the other hand, Miltsakaki proved to be dif-
ferent from Kameyama and Suri and McCoy (F2,8 � 7.68, p < 0.05).

6.2. Characteristic 2: Topic � Cb

Table 8 displays the number of Cbs that coincided with what we assigned
as topic for the utterance. The percentages are with respect to the total
number of utterances for the method. Recall that a number of utterances
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Table 8. Coincidence of topic with Cb

English Spanish

Kameyama 714 (56.31 %) 570 (55.66 %)
Suri and McCoy 712 (56.12 %) 567 (55.37 %)
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methods, but we believe the most likely reason for the discrepancy is
that the lexical cohesive ties give us a higher number of realizations.
That means that we have more non-empty Cbs, and more transitions,
than other studies. We carried out a replication study of exactly the same
three conversations that Byron and Stent analyzed, and found that,
using our segmentation and realization methods, we have more cheap
than expensive transitions. This is confirmation that different inter-
pretations of the Centering parameters potentially yield very different
results. It also means that our approach to segmentation is better than
Byron and Stent’s, if the preference for cheap over expensive transitions
is a criterion.

6.4. Characteristic 4: Pronoun antecedents

We calculated the number of pronouns that had an antecedent in the
same utterance. For this purpose, we excluded first and second pro-
nouns, because they are deictic, and thus not covered by a Centering-
based pronoun resolution method. We also excluded relative pronouns.
The list included: zero, clitics, third person, demonstrative, and (inde-
pendent) possessive pronouns. The ideal method is one that gives us
fewer instances of antecedents in the same utterance as the pronoun that
refers to them, since Centering does not help solve that type of anaph-
ora, but only anaphora across utterances. Results are presented in
Table 11.

Table 11. Pronoun antecedents inside the utterance

English Spanish

Kameyama 60 (8.01 %) 68 (11.76 %)
Suri and McCoy 60 (8.01 %) 68 (11.76 %)
Miltsakaki 87 (11.61 %) 89 (15.40 %)
Poesio 13 (1.73 %) 13 (2.25 %)

n 749 578

From the percentages in the table, the worst method is Miltsakaki.
This is to be expected, since her utterances include all adjunct clauses,
and therefore more antecedents are found within the same utterance as
the pronouns that refer to them. This is the only test that shows an
advantage for Poesio. We also performed tests of significance in this
method, but their results are questionable, due to the small numbers of
pronouns per conversation. The results do show that Poesio is, again,
significantly different (English F3,12 � 23.52. p < 0.01; Spanish F3,12 �
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33.90, p < 0.01). Once Poesio is removed, Miltsakaki is also different
from the other two (English F2,8 � 16.08, p < 0.01; Spanish F2,8 � 36.97,
p < 0.01), performing worse.

7. Discussion

In summary, we found that the differences among methods did not show
a clear advantage for any of them. The only clear result is that the more
fine-grained Poesio/GNOME approach does not offer enough benefits.
The only measure where it performs better is in the number of pronouns
with antecedents inside their utterance. The statistical results show that
it is different from all the other methods, performing worse: a higher
number of empty Cbs, and fewer Cbs that are also topics. Its only ad-
vantage is that, since units are so small, most pronouns have antecedents
outside their utterance.

There were no conclusive results from the statistical tests once the
Poesio method was removed from the running. We still have three dif-
ferent methods that seem to perform quite similarly. We decided to weigh
in different considerations about each method, and to proceed in elimi-
nation fashion, until we arrived at one that we found satisfactory in
most aspects. After Poesio, Suri and McCoy was eliminated next for a
number of reasons: it resulted in fewer Cbs that coincided with our defi-
nition of topic in English (as compared to Kameyama); it had more
empty Cbs; it had fewer Cbs that coincided with the topic of the utter-
ance; and it had fewer cheap transitions in English. Although Suri and
McCoy specifically addressed pronoun antecedents, we found some
counterexamples, as shown in (5). The antecedent for the zero object
pronoun in (29d) is in the preceding adjunct clause, which would be
ignored in the Cf list of (29d).

(5) a. Hay
there.is

hay
there.is

cosas
things

que
that

yo
I

puedo
can.1sg.pres

hacer
do.inf

‘There are, there are things that I can do,’
b. pero

but
hay
there.is

muchas
many

cosas
things

que
that

no
not

‘but there are many things that (I) can’t’
c. porque

because
necesito
need.1sg.pres

instrumentos
instruments

de
of

precisión
precision

‘because (I) need precision instruments’
d. y

and
yo
I

no
not

tengo
have.1sg.pres

‘and I don’t have (any).’
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The decision boiled down to either Miltsakaki or Kameyama. We believe
that there are good arguments for pursuing either. Poesio et al. (2004)
found that the sentence seemed to be the best unit for Centering
purposes. We agree, especially when applied to Spanish. However, they
also point out that it is dangerous to equate unit of analysis with the
sentence for all computational applications, or for all discourse analysis.
This would mean a discrepancy between Centering and other analyses
such as RST (Mann and Thompson 1987), which most often uses the
finite clause as basic unit.

The statistical tests showed that Miltsakaki sometimes behaved signifi-
cantly differently from the Kameyama and Suri and McCoy methods,
and only in Spanish. It was a better method in terms of having fewer
empty Cbs, and in that the Cbs it identified coincided with the topic of
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ance of the Kameyama approach over the Miltsakaki approach for both
types of relative clauses. The better performance of the Kameyama ap-
proach was specifically due to a significant difference in the number of
transitions with zero Cbs, which show no cohesion between two utter-
ances.

The choice of a Kameyama-style analysis is not without problems.
Many cases are difficult to process for more than one approach. In (30),
an adjunct clause intervenes between matrix clause and its complement.
The pronoun this refers cataphorically to the complement clause. Under
the Kameyama approach, the adjunct clause should be in a different
utterance. The question is where to place it. It could be processed after
the matrix � complement clause, in which case we would alter the se-
quential order. Or it could be processed after this, in which case we
would have to create a new segment for the complement clause. The
latter analysis raises the question of which would be the previous utter-
ance for the complement clause: the matrix or the adjunct clause. Simi-
larly, Suri and McCoy do not account for adjunct clauses embedded in
the middle of an utterance. We decided to segment this example into
three units, and to process each linearly.

(30) I didn’t realize this [until I got to San Francisco] that the people
in Chicago they took the wrong ticket from me.

8. Conclusions

We have presented a comparison of four different segmentation methods
for Centering Theory. The measures for comparison were: number of
empty Cbs; Cb and topic agreement; number of cheap versus expensive
transitions; and presence of pronouns and antecedents within the same
utterance.

The results are that a method that segments down to each individual
clause (the Poesio method) is clearly not the best method for Centering-
based segmentation. The differences among the other three methods con-
sidered are small, and often not statistically significant. After examining
those differences, we propose to follow a Kameyama-style segmentation,
that is, one where the finite clause is the unit of analysis. An alternative
is the full sentence segmentation, in situations where consistency in unit
size across different types of analysis is not an issue.

A different line of research in anaphora resolution uses general dis-
course structure to estimate which clauses are most accessible for a pro-
noun under consideration. This research is based on an assumption al-
ready in Fox (1987) that the choice of a particular referring expression
for an entity depends on the distance between the mention of the entity
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and its antecedent. That distance is not linear, but organized around
rhetorical structure, which could be represented in the relations pro-



Units of analysis in Centering Theory 99

Acknowledgements

This work was supported by Social Sciences and Humanities Research
Council of Canada (Standard Research Grant 410-2006-1009), and by
Simon Fraser University, under a Discovery Parks grant and a Presi-
dent’s Research Grant. We would like to thank Nancy Hedberg for many
helpful discussions and extensive feedback, and Mayo Kudo for her con-
tribution to the reliability measures.

Bionotes

Maite Taboada is Associate Professor in the Department of Linguistics
at Simon Fraser University, in Canada. She works in the areas of dis-
course analysis, systemic functional linguistics and computational lin-
guistics, concentrating on Centering Theory, coherence relations and
subjectivity in text.

Loreley Hadic Zabala is a PhD student in the Department of Linguis-
tics at Simon Fraser University. Her areas of research include discourse
analysis, second language acquisition and computational linguistics. In
her dissertation, she investigates different approaches to the segmenta-
tion of text at the local level of discourse.

Notes
1. http://www.ldc.upenn.edu
2. The exact numbers differ, depending on the segmentation method used, as we

shall explain in Section 6.
3. Not everybody agrees that a general definition of units is desirable. Ford (2004)

advocates definitions suited to the context and the particular characteristics of
the interaction and the participant. We believe that this is not feasible in large-
scale corpus annotation of the type described here.

4. http://www.ldc.upenn.edu/Projects/MDE/
5. http://projects.ldc.upenn.edu/MDE/Guidelines/SimpleMDE_V6.2.pdf
6. Most of this section, including the analysis of Example (1), is taken from Ta-

boada (2008).
7. From J.K. Rowling (2003) Harry Potter and the Order of the Phoenix. Vancouver:

Raincoast Books (p. 8).
8. The term ‘utterance’ has not been properly defined yet. For now, let us assume it

corresponds to a sentence. A discourse segment is a portion of discourse that
has a particular purpose, different from that of adjacent segments (Grosz and
Sidner 1986).

9. Small capitals indicate that the list contains entities, not their linguistic realization.
The reference to Dudley is conveyed by two different referring expressions: their
son and Dudley.

10. Centering transitions are just one explanation for coherence. A text can be coher-
ent without repeating or referring to the same entities (Brown and Yule 1983:
195�199; Poesio et al. 2000).

11. Grosz, Joshi and Weinstein (1995) is a revised version of a paper in circulation
since 1986.
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12. Abbreviations used in the glosses: 1/2/3 � first/second/third person; cl � clitic;
sg � singular; pl � plural; fem � feminine; masc � masculine; pres � present;
inf � infinitive; subj � subjunctive; se � clitic with several functions (here, mostly
a marker of passive or middle voice).

13. Technically, the unit introduced by because is a clause, not a sentence. We preserve
some of the terminology and the abbreviations used by Suri and McCoy.

14. Miltsakaki does not explicitly discuss coordinated clauses within the same sen-
tence. We have decided to group them as an utterance in our interpretation of
her method. She does discuss, however, an example similar to (16), but considers
it an instance of a subordinate conjunction in a consequence relation (I had just
been to the bank, so I had money). Her discussion pertains to the fact that so in
that example does not behave as expected from a subordinating conjunction.

15. In this example we have only provided a free translation into English, and not a
full gloss. We believe this is sufficient to follow the structure.

16. The GNOME texts were written descriptions of museum artifacts, and written
medical leaflets created for patients, all in English.

17. The comparisons carried out by Byron and Stent did not directly involve segmen-
tation issues; they addressed other problems in conversation (first and second
person pronouns, false starts). Their definition of topic was “the annotator’s intu-
ition of what the utterance is ‘about’.” (Byron and Stent 1998: 1476).

18. According to Grosz, Joshi and Weinstein (1995), Joshi and Kuhn (1979) and Joshi
and Weinstein (1981) were the ones to introduce the notions of “forward-looking”
and “backward-looking”.

19. Typically, an utterance at the beginning of a discourse segment would have an
empty Cb, and thus we cannot expect all utterances to have a Cb. Walker (1998)
presents evidence that this is not always the case: some new segments carry over
centers from the previous utterance; and some segment-internal utterances have
empty Cbs.

20. Topic is a most elusive concept. The definition above is a general one, but some
instances of what Gundel and Fretheim call topic would necessarily not be Cbs.
A new topic can be introduced in an utterance that also discusses a previously
mentioned entity: John likes beans. As for Mary, she hates them. The topic of the
second sentence is Mary. The Cb is beans. In this paper, we are trying to have a
general description of topic. We understand that not all topics are Cbs; however,
we expect that a majority will be. We thank Nancy Hedberg for pointing this out
to us, and for the example.

21. Thanks to Nancy Hedberg for helping us select the tests.
22. As described below, we performed a reliability test with a third coder. She hap-

pened to be a speaker of Japanese, and also used a -wa test for topic assignment.
She translated some of the difficult sentences into Japanese, and considered which
entity was most likely to have the topic marker -wa. That entity was then the
topic in the utterance.

23. For the purposes of the annotation, we excluded such utterances out of our com-
parison with the Cb. This does not mean that they are all-focus utterances or
thetic sentences (Kuroda 1972; Vallduvı́
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