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Training Validation Test
accuracy(%) accuracy (%)

YNC + AEC 68.43 68.45
YNC 72.76 72.59
AEC 69.30 52.54

Table 1: Constructiveness prediction results using
argumentation corpora. The test data was our an-
notated constructiveness data in all cases. Random
baseline accuracy = 49.44%.

We trained with the ADAM stochastic gradient de-
scent for 10 epochs. The important parameter set-
tings are: batch size= 512, embedding size= 200,
drop out= 0.5, and learning rate= 0.001.

We wanted to examine which argumentation
dataset is more effective in identifying construc-
tiveness. So we carried out experiments with dif-
ferent train and test combinations. In each experi-
ment, 1% of the training data was used as the val-
idation set.

Table 1 shows the average validation and test
accuracies for three runs with the same parame-
ter settings. Below we note a few observations.
First, we achieved the best result when YNC was
included in the training set. Second, AEC seems
not to have much effect on the test accuracy but
YNC does; when we do not have YNC in the train-
ing data, the results drop markedly. This might be
because the size of the AEC corpus is relatively
small and the model was not able to learn any rele-
vant patterns from this data. Finally, the validation
and test accuracy is more or less same for the �rst
two rows, when YNC is included in the training
data.

3.2 Association with argumentation features

In addition to the classi�er described above, we
also examine the association between construc-
tiveness and a number of linguistic and discourse
features typically found in argumentative texts,
based on the extensive literature on argumentation
(Biber, 1988; van Eemeren et al., 2007; Moens
et al., 2007; Tseronis, 2011; Becker et al., 2016;
Habernal and Gurevych, 2017; Azar, 1999; Peld-
szus and Stede, 2016). We calculate association in
terms of odds ratio (Horwitz, 1979), which tells us
the odds of a comment being constructive in the
presence of a feature. Results are shown in Table
2. We observed a strong association between con-
structiveness and occurrence of argumentative dis-

Feature OR

Argumentative discourse relations 3.49
Stance adverbials 2.52
Reasoning verbs & modals 2.02
Root clauses 1.37
Conjunctions & connectives 0.82
Abstract nouns 0.51

Table 2: Association of constructiveness with lin-
guistic features in terms of OR (odds ratio).

course relations (Cause, Comparison, Condition,
Contrast, Evaluation and Explanation).10 The
odds ratio for argumentative discourse relations is
3.49, which means that constructive texts are 3.49
times more likely to have this feature than non-
constructive texts. Other features with strong asso-
ciation with constructiveness are stance adverbials
(e.g.,undoubtedly, paradoxically, of course), and
reasoning verbs (e.g.,cause, lead) and modals.
Root clauses (clauses with a matrix verb and an
embedded clause, such asI think that . . .) show
a medium association with constructiveness. On
the other hand, abstract nouns (e.g.,issue, rea-
son) and, surprisingly, conjunctions and connec-
tives are not associated with constructive texts.
The latter is surprising because many discourse re-
lations contain a connnective.

4 Toxicity in news comments

In the context of �ltering news comments, we are
also interested in the relationship between con-
structiveness and toxicity. We propose the label
toxicity for a range of phenomena, including ver-
bal abuse, offensive comments and hate speech.
To better understand the nature of toxicity and



C
(n = 603)

Non-C
(n = 518)

Not toxic 82.09% 78.57%
Mildly toxic 16.08% 15.44%
Toxic 1.33% 5.21%
Very toxic 0.50% 0.77%

Total 100% 100%

Table 3: Percent distribution of constructive and
toxic comments in CrowdFlower annotation. C =
Constructive.

comments were described as those which may be
considered toxic only by some people, or which
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