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ABSTRACT
In 2002 Canadaratified the Kyoto Protocol, committing to reduce greenhouse

gas emissions (GHGs) to combat climate change. Leading up to ratification, and
continuing today is a heated debate surrounding the cost of climate policy.
Evaluating the costs of reducing GHGs is complex, and estimates vary depending on
how costs are defined, how uncertainty is treated, and whether or not ancillary costs
and benefits are considered. Ancillary benefits or costs result in addition to the
effects of the climate policy on its stated target. An important ancillary effect isthe
potential for climate policiesto impact local air pollution. Caused by criteriaair
contaminants (CACs), local air pollution holds serious consequences for regional

environments and human health.

A modelling tool was devel oped to simulate, through an integrated
representation of the Canadian economy and energy system, the GHG-reducing
actions induced by climate policy and the associated changesin CAC emissions.
Criteriawere established characterizing the ideal energy-economy ancillary effects
estimation tool, including: technological explicitness, preference incorporation,
disaggregated cal culation of CAC emissions, and spatial resolution. The CIM S model
served as the base modelling tool, and was enhanced with technology specific CAC
emission factors. Incorporating CACsinto CIM S represents the first attempt at
estimating CAC emission changes in Canada with abehaviourally redlistic,

technologically detailed model.



The CAC pollutants added to CIM S include fuel-based, process-based, and
fugitive sources of nitrogen oxides (NO,), sulphur oxides (SO,), volatile organic

compounds (VOCs), carbon monoxide (CO), and particulate matter (PM). The
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Introduction

For the past 15 years there has been a growing focusin the international arena on
the threat of climate change and the role of increasing anthropogenic emissions of
greenhouse gases (GHGS). The government of Canada has stated that climate changeis
‘the ultimate sustainable development issue’ and in 2002 ratified the Kyoto Protocol, an
international agreement that established GHG emission reduction targets for Canada of
6% below 1990 levels by 2008-2012 (Government of Canada, 2002). Concurrently,
concerns about local air pollution and the serious consequences for regional environments
and human health have increased.

In 1998 the federal and provincial governmentsinitiated the National Climate
Change Process (NCCP) to evaluate the cost of different options for achieving Kyoto
emission reductions. A central focus of the processis the cost effectiveness of policies as
well as the distribution of costs across the provinces and territories (Government of
Canada, 2002). However, the evaluation of the costs of GHG reduction policiesis not
straight-forward. Cost estimates vary considerably with differing definitions of costs,
treatment of uncertainty, and the consideration of ancillary costs and benefits.

A key component in evaluating the costs of reducing GHGs, is accounting for the
ancillary effects that may occur and to what extent they offset, or further inflate, these
costs. Ancillary effects are the benefits or costs that result in addition to the effects of the

climate policy on its stated target (Pearce, 2000; Burtraw and Toman, 2001). One ancillary



local air pollution decision makers are forced to craft policies based on incomplete
information (Davis et a., 2000). By failing to take the full costs and benefits into account,

the resulting climate policies may miss the opportunity to minimize the costs to society.

1.1  Background

Greenhouse gases and CACs, the groups of pollutants that contribute to climate
change and worsening local air quality, are suited for simultaneous evaluation in climate
policy analyses. Both GHGs and CACs are produced as a byproduct of fossil fuel
combustion (Ayres and Walters, 1991). Furthermore, each of these pollutant groups
causes significant economic, environmental and socia impacts. Understanding the nature
of these impacts and the differences and similarities between them further underlines the

importance of considering both pollutant groups when evaluating environmental policy.

1.1.1 Greenhouse Gasesand Climate Change

Greenhouse gases (GHGs) accumulate in the atmosphere and absorb infrared
radiation from the earth that would otherwise be released to space, disrupting the cooling
and heating cycles of the ecosphere (IPCC, 1996b). Some GHGs occur naturally,
however, the increasing atmospheric concentrations of GHGs that are implicated in
climate change are due to human activities such as deforestation and fossil fuel
combustion. Furthermore, GHGs tend to mix evenly in the atmosphere, meaning that one
unit of GHG emitted in Canada is one unit emitted globally in terms of its effect on
climate. While the impacts of climate change are typically slow and long-term, they may
be quite severe. Some of these impacts include: increased flooding in some areas and
droughts in others, the migration of ecosystem boundaries, displacement of people, and
increased pestilence and disease (IPCC, 19964). The long-term impact of climate change

on ecosystems and human welfare may be severe and is quite uncertain.



In order to understand the key factors that affect GHG emission production and to
help identify ways to target GHG emission reductions, decomposition equations are often
used. One such equation, called the “Kaya ldentity”, isdisplayed in equation 1. The Kaya
| dentity asserts that changesin GHG emissions will result from changesin the GHG-
intensity of energy use in the economy (GHG/E), the energy intensity of economic
production (E/Q), the economic output per-capita, and the population size (P). Thetwo
final terms (economic output per-capita and population size changes) are considered
much more difficult for governmentsto influence for mainly political, social, and
economic reasons (Jaffe et al., 1999; Jaccard et a., 2002). Hence, policies hoping to
stimulate areduction in GHG emissions tend to focus more on the energy intensity of
economic production (E/Q), and the GHG-intensity of energy use in the economy
(GHGIE).

Equation 1. The Kaya I dentity



SO,, NO, VOCs and the smaller fraction of particulate matter (PM,5)" as these are known
to have serious health impacts and contribute to the formation of acid rain and
photochemical smog (Burtraw and Toman, 2001). Carbon monoxide is more important as

an indoor air pollutant.

In comparison to GHGs, CACs differ in terms of the nature of their production,
but also the nature of their impact on the environment. The production of CACsis more
complicated than GHGs because the amount of pollutant emitted isless directly related to
the quantity of fuel combusted. For example, the quantity of NO, emitted per unit of fuel
combusted will vary for different sizes of industrial boilers running at different operating
temperatures (U.S. EPA, 2000). Thus, variations in process characteristics (like operating
temperature) have a greater influence on the magnitude of CAC emissions than GHG

emissions.

Another important difference between GHGs and CACsis the environmental
effect they have. Where GHGs mix uniformly in the atmosphere, CACs behave in amore

localized manner. Notably, CACs contribute to the formation of acid rain and



GHGs must carefully consider the effect of resulting actions on CAC production and the
economic and environmental ramifications. Researchers have emphasized that an
evaluation of the ancillary effects of climate policies on CAC emissions should not
assume that these effects will necessarily be ‘ benefits' (Davis et al., 2000; Burtraw and
Toman, 2001), asis commonly the case in the literature. Rather, careful attention should
be paid to understanding which GHG-reducing actions will reduce CACs, and which

actions will exacerbate them.

1.2  Why Ancillary Effects Matter to Climate Policy Design

Understanding the ancillary effects of climate policy isimportant for many
reasons, including the potential to affect the speed at which climate policies are
implemented, affect the planning of policy incidence, shift the relative desirability of
policy options that target trading versus domestic reductions, and alter the * no regrets’
level of abatement (Davis et al., 2000; Krupnick et al., 2000; Pearce, 2000; Burtraw and
Toman, 2001).

The importance of understanding the effect of GHG policy on local air pollutants
is enhanced by the difference between the impacts of the two pollutant categories.
Fighting climate change is a key aspect of federal environmental policy, yetisan
uncertain goal with diffuse, intangible benefits that will be felt over the long term. Local
air pollution is more tangible and equally severe (Ekins, 1996), only on a different spatial
and temporal scale. Hence, if concentrated local benefits related to air quality can be
realized from implementing GHG measures, climate policy implementation will likely
occur in amore timely fashion (Pearce, 2000).

Furthermore, because of the local impact of CACs, the planning of policy
incidence becomes more complicated than if GHGs are considered alone. First, if densely
popul ated areas are targeted with more GHG reductions, the potential ancillary benefits
could be much greater. Moreover, consideration must be given to existing international

transboundary agreements, such as the Canada-United States Air Quality Agreement, to
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ensure that GHG policies do not result in increased emissions of pollutants targeted in
these agreements (Heintz and Tol, 1996; Pearce, 2000). In the Canada-United States Air
Quality Agreement both countries committed to reductions of NO, and SO, emissions
(International Joint Commission, 2002); therefore, if a climate policy caused increased
emissions of NO, or SO, this could place Canadain contravention of the agreement.

Considering the ancillary effects of climate policies also callsinto question the
relative desirability of targetting domestic versus international GHG measures. For
example, aflexibility mechanism incorporated into the Kyoto Protocol is an international
system of tradable permits (Government of Canada, 2002). When ancillary effects are
considered, nations that would be ‘ permit-buyers may re-evaluate their choice to invest
in reductions in other countries when they could reap the additional benefits of improved
local air quality associated with more domestic GHG reduction measures (Pearce, 2000;
Lutter and Shogren, 2002).

Finally, and perhaps most importantly, considering ancillary effects can alter the
level of ‘no regrets GHG abatement. ‘No regrets' refersto the level of abatement that can
be achieved if all GHG measures with no net cost to society are implemented (Dessus and
O’ Connor, 1999). When monetized ancillary effects are included in the calculation of net
costs or benefits they may alter the no regrets level of abatement and thus change the

number of measures that could be taken with no net loss to social welfare.

1.3  Ancillary Effects Estimation

A commonly followed approach to estimating the ancillary effects of climate
policies was first suggested by Ayres and Walter (1991), and then further modified by
Ekins (1996). This generalized analytical approach to ancillary effects estimation is
illustrated in figure 1. Thefirst step isto use CO, abatement models (e.g. energy-economy
models) to evaluate the CO, emission changes and abatement costs, and the underlying
changesin fossil fuel demand associated with a climate policy. Energy-economy models

describe the relationship between the energy system and the economy and are often used
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to estimate the cost and CO, emission reductions associated with climate policies. Next,
emission factors that relate the CAC emissions associated with the different fuels are used

to estimate the resulting changesin CAC emissions.

Once the associated changein CAC emissionsiis calculated there are two
alternative ways to estimate the resulting impact and associated ancillary costs and
benefits of aclimate policy. The simple approach indicated by step 3ain figure 1 involves
multiplying the estimated change in CACs by aggregate unit values that describe the
benefits per tonne of pollutant reduced ($/tonne) (Ayres and Walters, 1991; Ekins, 1996).
These aggregate values indicate the ancillary cost or benefit associated with each tonne of
GHG reduced by the policy. Alternatively, a more disaggregated, damage-function
approach may be followed, as outlined in Burtraw and Toman (1997). In this latter
approach (beginning with step 3b), CAC emission changes are translated into changesin
the ambient air concentration of the different pollutants, followed by estimation of the
effect on human and natural systems. Finaly, the impact on human health and the
environment is monetized to reflect the final ancillary cost or benefit of the GHG policy ($
/ tonne of GHGs abated). The previously described aggregate approach (step 3a) isless
time consuming and involves more simplifying assumptions than the latter, more rigorous

damage function approach (Burtraw et al., 1999).



Figure 1. Analytical pathway for evaluating the ancillary effects of climate policy

1.4  Energy Economy Modelling and CAC Estimation

As discussed, anthropogenic GHG and CAC emissions are primarily aresult of
fossil-fuel based energy production and consumption. Therefore, climate policy analysts
tend to focus on how policies can change the GHG-intensity of energy (GHG/E) and the

intensity of energy use in the economy (E/Q). The objective of policymakersisto design



technologies that are more efficient and rely increasingly on renewable or clean energy
sources. Correspondingly, policymakers rely on tools to simplify the energy-economy
system, and help them understand how policies will affect the choices of actors, and
induce technological change (Jaccard et al., 2002).

Energy-economy models are one such type of tool used extensively in the past to
evaluate climate policies, and as thefirst step in ancillary effects evaluation. These models
represent the link between the economy and the environment by modelling how
technology decisions affect GHG/E and E/Q, and how policies can alter these decisions,
thereby changing the amount of emissions produced in the economy (Edmonds et al.,
2000).

1.4.1 Bottom-up, Top-down and Hybrid Modelling

Energy-economy models are typically classified as ‘top-down- or ‘ bottom-up’ in
their approach. Each category of model produces very different estimates of the cost and
effectiveness of climate policies. Three assumptions that play alargerolein creating the
differences between top-down and bottom up model estimates include: a) how costs are
defined and subsequently how actorsin the economy respond to changing costs, b) how
the direction and rate of technology change is represented, and ¢) how the baselineis
defined (Azar and Dowlatabadi, 1999; Edmonds et al., 2000; Jaccard et al., 2003). The
following paragraphs review the ‘top down’ and ‘ bottom up’ energy-economy modelling
approaches with two goalsin mind: illustrating how the different treatment of the
aforementioned assumptions affect the change in emissions and costs estimated by the
these models, and developing alist of criteriathat can help evaluate the useful ness of

energy-economy models astools to help evaluate the ancillary effects of climate policy.

Bottom-up

Bottom-up analysis, most frequently applied by engineers and systems analysts,
focuses on the alternative technol ogies that are available to provide energy services, and

how increasing diffusion of these technologies can result in changes in energy use and
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emissions. Correspondingly, adetailed account of current and future technologiesis
included in the model, including cost (financia) and performance (efficiencies)
characteristics (Jaccard et al., 1996).

The speed and direction of technology change in bottom-up modelsis driven by
the differencesin cost and efficiency of competing technologies. It is assumed that
consumers will choose the option with the lowest ex-ante (anticipated) estimate of
financial costs, causing technologies that are more energy efficient to penetrate relatively
quickly because their energy-costs are lower than asimilar, less efficient alternative
(Edmonds et al., 2000; Jaccard et al., 2003). However, the bottom-up approach is
criticized for assuming that the full social cost of switching between technologies can be
represented by a simple ex-ante estimate of the financial cost differences between these
technologies. Technologies are not always perfect substitutes in the eyes of consumers,
and may differ in waysthat are not captured by a single financial estimate (Jaffe and
Stavins, 1994; Jaccard et d., 2003).

There are three main ways technol ogies may differ which are not captured by
financial estimates. First, some technologies are perceived as being ‘risky’, with a greater
potential for premature failure and long payback periods (as aresult of high upfront
costs). The value of not investing in atechnology that is perceived asrisky istermed
‘option value': The consumer perceives again in value while postponing investment and
waiting for additional information to inform their decision. Second, the service provided
by two alternative technologies may not be identical in the eyes of a consumer. Jaccard et
a. (2003) use the example of traditional incandescent versus more energy efficient

compact fluorescent light bulbs. Some people consider the compact fluorescent aless

10



different locations will face varying acquisition, installation and operating costs.

The failure to account for option value, consumers’ surplus and market
heterogeneity in bottom-up models when estimating the cost of technology alternatives
resultsin an overestimated willingness of consumers to switch to GHG-reducing
technologies. Theresult isthat the socia cost of climate policiesis underestimated and a
prematurely quick and inexpensive improvement in energy efficiency and energy

intensity over timeis predicted.

Assumptions regarding the baseline scenario (the characterization of the energy
economy without a climate policy) also affect the results of bottom-up analyses. Bottom-
up models typically assume that the baselineisrelatively inefficient due to the presence of
market barriers and market failures that hinder the adoption of energy-efficient
technologies. For example, there are high transaction costs associated with learning about
alternative, energy-efficient technologies as well asin acquiring and operating them which
are not captured in the financial cost of atechnology - meaning that the market will tend
to under-supply them (Jaffe and Stavins, 1994; Jaccard et al., 1996). Bottom-up anaysts
generaly assume that the policies to correct for these barriers and failures will have no net
costs to society (asthey are restoring economic efficiency by increasing the supply of
more efficient technologies), and that other costs associated with these policies are minor
(Edmonds et al., 2000).

Finally, because bottom-up models incorporate considerabl e technol ogical detail
they are less able to incorporate elements of economic feedback which is required to
eval uate the macro-economic effect of policies. Instead, these models usually provide
only apartial equilibrium (equilibrium is reached in one or a sub-set of economic sectors),
in response to GHG policies (Jaccard et al., 2003). Thus, the full macroeconomic effects
of aGHG policy targeted on a single sector may not be adequately portrayed by a

bottom-up analysis.

When the characteristics of bottom-up models are considered together, the

corresponding effect on estimates of emission reductions and total costs of climate
11



policies can be deduced. Because of the combined effect of assumptions regarding the
baseline, the lack of macro-economic feedback, the characterization of costs and the
subsequent representation of the rate of technological change, bottom-up models
typically result in low estimates of the total cost and high estimates of emission reductions

from climate policy.

12



economically efficient (i.e. consumers have made welfare-maximizing decisions), any
change induced by policy entails aloss of welfare, or acost to society (Edmondset al.,
2000). Second, the use of price-consumption relationshipsto calculate the full costs to
consumers of achieving a given emission target inherently includes lost consumers
surplus. Hence, top-down models produce higher cost estimates for emission reductions

than bottom-up models.

However, the top-down approach is criticized for over-estimating the cost of
emission reductions because the historical price-consumption relationship cannot
accurately indicate the likely consumer preference for new technologiesin the future.
Emerging government policies induce development and commercialization of new, more
efficient technologies, and associated economies of learning and economies of scale drive
down the financial costs of these technologies over time. Correspondingly, the increased
market penetration and falling costs of these technologiesinfer higher AEEI and ESUB

values and the ability for GHG emission reductions to be achieved at alower cost.

13



conventional bottom-up models incorporate considerable technological detail, but do not
adequately incorporate consumers' preferences or equilibrium economic feedbacks,
placing them in the top-left-front quadrant of the cube. Top-down modelsfall in the
bottom-right-back quadrant of figure 2 because they are strong in equilibrium feedback

and preference incorporation, but lack explicit representation of technologies.

Figure 2. Characterization of energy-economy models

(from Jaccard et d., 2003)
Hybrid
Energy-economy models that are strong in all three characteristics are most useful
to policymakers, and fall in the upper- right-back quadrant of the cube pictured in figure
2. Hybrid models attempt to fill thisrole by addressing the criticisms of top-down and
bottom-up models by acknowledging the importance of, and incorporating, technological
detail, consumer preferences, and economic feedback. Analyses using hybrid modelling

approaches typically produce estimates of costs and GHG emission reductions that fall in

14



between bottom-up and top-down analyses of the same problem (Jaccard et al., 2003).

Hybridization has been approached from both the top-down and bottom-up
directions. For example, top down models can gain more technological detail by further
disaggregating sectors and using more detailed elasticity values. The Second Generation
Model (Edmonds et al., 1991) is an example where production sectors were further
disaggregated and more disaggregated ESUB values were used, thus gaining greater
technology resolution. The level of technological explicitness of the SGM and other top-

down hybrid models are still second to that of bottom-up models.

Bottom-up models begin with the benefit of considerable technological detail and
can be enhanced with both greater economic and equilibrium feedbacks, and a
representation of consumer preferences. The MARKAL model, a bottom-up linear
programming model, has been enhanced with economic drivers (e.g. population growth,
own price demand elasticities) to improve the economic feedback in the model. However,
MARKAL isbased on aleast-cost approach, which assumes that consumers choose
technologies with the lowest financial cost —ignoring consumers' surplus and option
value. MARKAL would then fall in the upper-back quadrant, but towards the | eft
reflecting the lack of realistic preference incorporation.

Bottom-up models may also incorporate consumers' preferences with the use of
information from marketing research and discrete choice modelling studies. CIMS, a
bottom-up hybrid model of the Canadian energy-economy, has incorporated economic
feedback with the use of energy service elasticities and integrated supply and demand
between energy and production sectors. CIMS has also incorporated parameters
describing consumers’ preferences informed with the use of discrete choice surveys, as
well as revealed and stated preference surveys. Because CIMS includes technological
detail, economic feedback aswell as arealistic representation of consumers' preferencesit

falls farthest to the right in the upper-back quadrant of figure 2.

While this section has focused on the characteristics that make a useful energy-

economy model, further characteristics are required in order to produce amodel that is
15



useful in evaluating the effect of climate policies on CAC emissions. These characteristics
are discussed in following sections and include the aggregation level of coefficients used
to calculate CAC emissions (section 1.5), and the level of geographical detail that the
estimated changes are reported with (section 1.7).

15 Calculating CAC Emissionsand the Aggregation L evel of Emissions Factors

Following the chain of analysis outlined in section 1.3, the next step in ancillary
effects estimation isto use the estimated changes in fuel demand from an energy-
economy model to calculate changesin CAC emissions. Approaches to estimating CAC
emission changes vary in terms of how well they include the process parameters that
determine CAC emission intensity and the level of detail used to determine these changes.
The following paragraphs discuss past approaches to estimating the ancillary effects of
climate policy with afocus on the level of detail used in calculating and representing CAC

emissions.

The level of aggregation in emission factors applied in different studiesisa
function of both the nature of the energy-economy model used in the first step of the
analysis, aswell asthe focus and scope of the study in question. When relying on the
outputs from a top-down energy-economy model, analysts have little choice but to apply
aggregate emission factors, as the output from the model is limited to estimated aggregate
changesin fuel demand. Burtraw and Toman (1997) summarize the modeling approaches
taken in past studies, with the vast majority being top-down, national scale economic
models relying on aggregate fuel based or sector based emission factors. Complainville
and Martins (1994) is an exception to this case as they employed a top-down, multi-
sector, multi-country dynamic applied general equilibrium model (GREEN) and
combined this with emission factors that began as disaggregated factors that were then

rolled-up into more aggregated, cross-sector emission factors.
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More disaggregated models and hence more specific emission factors have been
used in the past, but generally when the scale of the study is smaller, and often focused
on regional electricity sectors. For example, Burtraw and Toman (1999) incorporated
emission factors specific to the facility level, and a'so summarize the different models that
have been applied to the U.S. electricity sector for the purpose of ancillary effects
estimation.

In contrast, all Canadian, national-scale evaluations of the ancillary effects of
climate policy published to date have begun with outputs from technology specific,
hybrid energy-economy models (EHI, 2000), and then applied aggregate fuel-based
emission factors. This approach was also taken by Syri et a. (2001) who used PRIMES, a
hybrid, technologically detailed energy model for the European Union and incorporated
aggregate, fuel based emissions factors.

Understandably, the reliance on aggregate emission factors is one way to maintain
simplicity in amodel, and prevent creating an overly complex representation of the

system that would make understanding the underlying mechanisms more difficult (Ayres,
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factors precludes the use of the model to address a number of policy questions and
eliminates arichness of detail that could better help decision makers understand why
decreases and increases in CAC emissions can result from climate policies. As mentioned
earlier (section 1.4.1), policymakers may prefer to use instruments that target specific
technologies (such as regulations). If the emissions cannot be traced through the model to
the associated technology, designing and evaluating these targeted policies will be amore
difficult and less valuable exercise. This further emphasizes the value of energy-economy
models that have a high degree of technological detail (i.e. bottom-up hybrids) in ancillary
effects research. When these models are enhanced with equally detailed CAC coefficients
the types of policiesthat can be addressed are more numerous and the richness of the

analysisisimproved.

1.6  Estimating Impact and Valuation of Costs and Benefits

Thefinal stepsin the ancillary effects analysis pathway include estimating changes
in ambient air quality, determining the potential environmental and health impacts of
theses changes, and ultimately monetizing these changes into costs and benefits (steps 4-6

in figure 1). Asindicated, each of these steps involves considerable expertise and

18



Thefinal two stepsin the analysis are controversial, both in terms of the great
uncertainty involved in estimating the dose-response to pollutants, and the valuation of
human health effects and environmental damages (Davis et al., 2000). A detailed
description of the literature surrounding these steps in beyond the scope of this report, but
for acomprehensive review of the issuesinvolved see Davis et a. (2000), Burtraw and
Toman (2001), and Cifuentes et a. (2001).

1.7  Geographic (Spatial) Disaggr egation

Asindicated, in order to accurately estimate the air quality changes and the impact
on the environment and humans, the geographic location of emission changes must be
known in considerable detail. Davis et a. (2000) and Burtraw and Toman (1998) assert
that the estimated benefits or costs associated with changesin CAC emissions will vary
greatly depending on the geographic location and proximity to human populations. Thus
the estimated change in CAC emissions predicted by energy-economy models will result
in more accurate estimates of associated costs and benefitsif they are spatially precise.

An example of geographically detailed estimation of the ancillary effects of
climate policy is presented by Burtraw and Toman (1999), who use a location-specific,
economic model of the electricity sector (named HAIKU). The model produces region-
specific emission changes for the five, eastern North America Electricity Reliability
Council (NERC) regionsin the United States (each NERC region includes a number of
states). The emission changes estimated by HAIKU were then fed into an integrated
assessment model that determined the changein air quality, environmental and human
impacts. A number of other similar studies, specific to the regional scale are outlined in
Burtraw et a. (1999).

Canadian attempts at estimating ancillary effects of climate policy, as described in
section 1.6, have relied on technologically detailed hybrid models (CIMS, MARKAL)
which can produce estimates of GHG emissions that are specific to the sector-region scale

(e.g. Ontario electricity sector). However, the sector activities and the related emission
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changes may be scattered across the province making it difficult to translate sector/region
emission changesinto changesin the air quality of a particular airshed.

Theided level of spatial disaggregation in amodel depends on the characteristics
of the affected airshed (how big isit, isit split across two regions), and the location of
affected populationsin the airshed. But analysts must also consider the complexity of the
modelling tool. Incorporating better spatial resolution into energy-economy models may
greatly increase the data needs and the time it takes the model to calculate results. One
compromise isto use amodelling tool that takes the emission changes estimated by an
energy-economy model and disaggregates them to alevel of finer geographic detail. With
this approach the emission changes can be translated to afiner level of spatial resolution

without adding cumbersome details to the energy-economy model itself.

1.8 Summary of Evaluative Criteria

Elements of the preceding discussion can be tied together to form alist of
evaluative criteriathat describe the characteristics of an energy-economy model that
would be most useful in evaluating the ancillary effects of climate policy. These criteria

include:
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technological detail in the model through to the estimation of CACs. Finally, the level of
geographic detail should be sufficient to associate the changesin CAC emissions to the
appropriate airshed, and allow a more accurate determination of air quality changes, the

subsequent impact on humans and the environment, and the resulting costs and benefits.

19  Uncertainty in Energy-Economy Modelling

Each step in the analytical chain to evaluate the ancillary effects of climate policy
involves a degree of uncertainty. As asserted by Morgan and Henrion (1990), responsible
policy analysts should always strive to characterize the limitations (uncertainties)
associated with the *answers’ they provide. There are numerous relevant sources of this
uncertainty in policy analysis, including: the type of model used to represent the complex
relationships involved, the natural variability in the system being described, systematic
errors such as bias and imprecision in estimating the parametersin the model, and alack
of information regarding future conditions and changes in parameter values (Morgan and

Henrion, 1990). Thusin order to understand the total uncertainty involved in estimating
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technological change.

Characterizing the uncertainty in the ancillary effects estimation of climate policy
iseven less common a practice, yet is equally important in terms of understanding the
overall effect of uncertainty on the ancillary costs and benefits of related policy (Davis et
a., 2000; Burtraw and Toman, 2001). The uncertainties associated with these | atter steps
in the analytical chain (namely atmospheric concentration, impact estimation and
valuation) are believed to be large but are rarely quantified. Whether the ch