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ABSTRACT  

In response to increasing threats, habitat loss, and degradation of British 

Columbian (BC) estuaries, the Pacific Estuary Conservation Program (PECP) protects 

estuaries through land acquisition and stewardship programs. To assist the PECP in 

prioritizing BC estuaries, I develop a conservation tool that exclusively considers 

estuarine significance within a reserve network for migrating waterfowl. Using a dynamic 

state variable (DSV) optimization model, I predict estuary stopovers used by Dusky 

Canada Geese (Branta canadensis occidentalis) during spring migration. The DSV 

model predicts that only geese beginning migration in poor condition with respect to fat 

deposition use estuaries to maximize expected fitness. Numerous versions of the DSV 

model identify the Fraser River Estuary as an important stopover for geese of initially 

lower energy reserves. Introducing the assumption of density-dependence increases the 

total number of estuaries used as stopovers. Postulated scenarios of estuarine habitat 

losses decrease expected fitness more than scenarios of population increases. 
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ecological process, i.e., bird migration (Chave and Wiegand 2002, Cabeza and Moilanen 

2003, Nikolakaki and Dunnett 2005). 

Using dynamic state variable modelling, estuary importance is predicted from the 

perspective of a waterfowl (Anseriforms) species, the Dusky Canada Goose (Branta 

canadensis occidentalis) as it migrates to its northern breeding grounds. A dynamic state 

variable (DSV) model is one way to conceptualize tradeoffs in biology. These models 
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Background 

The Importance of Conservation Planning 

To place the use of a bird migration model in the context of prioritizing estuaries, 

it is important to understand the origin and development of conservation planning over 

time. The interest in the design of reserve networks and protected areas by conservation 

ecologists arose from the recognition that the planet is in a biodiversity ‘crisis’, as 

described in (Noss and O'Connell 1997). In the 1980s, increasing rates of species’ 

extinction, habitat loss, and degradation reported and projected by scientists (with 

special attention to the rainforests of neotropical areas) raised global awareness of this 

crisis. Calculations suggest the rates of species extinction are now on the order of 100 to 

1000 times those before humanity’s dominance of the earth (Pimm and Russell 1995). 

The primary force driving this loss of biodiversity is the transformation of land from its 

natural state to a human-altered one, which encompasses a range of uses from 

agriculture to urban development (Vitousek et al 1997). Estimates indicate that globally 

between 39 and 50% of land is transformed or degraded (Vitousek and Ehrlich 1986, 

Daily 1995). Figures like these spurred the impetus of scientists to investigate ways to 

maintain viable populations of species and ecosystems worldwide through biological 

conservation and habitat protection. Brussard and Murphy (1992) state that protection 

and management of suitable habitat is the most important way to accomplish the goal of 

no net loss of biodiversity.   

The selection of sites for protection has largely occurred in an ad hoc fashion 

(Pressey 1994) with limited directed planning. One visible result of this lack of 

conservation planning is an unbalanced proportion of park and wilderness systems 

represented by alpine ecosystems (and a lot of “rock and ice”) in high elevation areas. 

These areas are seemingly easier to set aside for conservation because less conflict 

among stakeholders with competing, land-use interests exists. However, as social and 

economic constraints on land use increase, financial resources become more limited, 

and widespread threats to biodiversity increase, proactive conservation planning 

becomes increasingly more important (Rookwood 1995). 

Proactive conservation planning is systematic in its approach with respect to 

locating and designing reserves (Margules and Pressey 2000). It strives to optimize the 

conservation potential of reserves, as well the use of allocated funds (Pressey 1994, 
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Prendergast and Quinn 1999). The overriding principals of systematic conservation 

planning are that along with representing a full variety of biodiversity, reserves should 

also secure the persistence of species and their populations (Margules and Pressey 

2000), and maintain critical ecological processes that sustain biodiversity (Cabeza and 

Moilanen 2003). Acknowledging that not all lands of ecological significance can be 

protected, conservation planners seek to answer difficult questions like, ‘Which tracts of 

land do we protect in order to most effectively (and for the long-term) maintain 

biodiversity?’, and ‘How do we draw the shape of reserve boundaries on a map?’.  

Often within the framework that guides conservation planning, site selection 

based on ecological criteria occurs before the final decision-making process considers 

socio-economic factors. Therefore, site selection may only constitute one step that 

provides ecological information within the larger framework of conservation planning. For 

example, The Nature Conservancy describes conservation planning as a comprehensive 

process with many interrelated and integrated components, from defining specific 

conservation targets to implementing strategies (Poiani and Baumgartner 1998). In the 

real world deciding which sites merit protection is not the ‘simple’ task of identifying them 

with acceptable, ecologically based methods; the decision-making process invariably 

involves many stakeholder groups and contends with social issues. Nevertheless, 

delineating ecologically significant sites for selection is a worthwhile endeavour because 

maps contain persuasive powers. A map can represent a transparent and scientifically 

defensible rationale for prioritizing sites, thereby increasing conservation influence in a 

sometimes all too political arena.  

Methods in Selecting Sites for Conservation  

Many studies that address the problem of prioritizing sites for conservation, 

including this project, take a surrogate species approach (e.g. focal, indicator, multi-

species approaches). The surrogate species approach utilizes the needs of one or a few 

species to identify areas for protection, with the hope that these identified lands will 

support other non-target species residing in the area (Hess and Koch 2006). In a region 
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(Andelman and Fagan 2000, Roberge and Angelstam 2004). Also controversial, is how 

to best choose indicator or surrogate species (Landres and Verner 1988, Simberloff 
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In attempts to develop effective tools for selection, conservation planners face 

many challenges. With only sparse empirical information, they struggle to represent 

entire functioning communities and ecosystems in their reserve designs. Often design 

plans are forced to use limited datasets that contain records of only species presence in 

their approach. Thus for portions of the study area, which are not surveyed, the analysis 

might be based on records incorrectly termed as ‘species absence’, resulting in a flawed 

plan. Also, for consideration is that often the presence or absence of individuals is a poor 
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For the objective of selecting estuaries for conservation, choosing to focus on 
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Migration is one of the most important and least understood (Hutto 1998, 

Webster and Marra 2002) stages in the annual cycle of migratory birds. For many 

species, research has not yet identified specific migration routes and schedules, and the 

mechanisms for migratory decision-making. The routes migratory birds follow provide a 

vital link between breeding and wintering ranges (Ogilvie 1978). Ultimately, the 

importance of these routes (and the act of migration) translates into the survival and 

reproductive success of a bird species or population.  

The fundamental incentive for bird migration appears to be the availability of 

feeding grounds. Habitats at higher latitudes (e.g. arctic habitats) provide abundant food 

supplies in the form of insects and vegetation, as well as days of long daylight for 

increased foraging during the northern summer. Another potential reason to migrate to 

breeding areas that differ from wintering sites is to avoid competition with conspecifics 

(Berthold 1993). Additional benefits provided by the arctic to breeding geese, the focal 

group of this research, are large areas of wetlands with safe nesting sites, and restricted 

numbers of predators and competing grazers (Ogilvie 1978).  

Before most bird species depart for their first migratory flight, they undergo a 

period of hyperphagia or overeating in order to acquire extensive fat reserves. With the 

ability to densely store energy, fat reserves serve as fuel essential for migration 

(Berthold 1993). As the primary energy source, the amount of fat stored prior to 

migration or deposited en route at stopover sites is one of the factors dictating the flight 

range a bird can achieve (Klaassen 1996). Birds with insufficient fat reserves may not be 

able to complete migration or have compromised breeding success (Berthold 1993).   

Stopover sites like estuaries provide resources for resting and refuelling birds. 

Because migratory flights place birds under high physiological demands, these 

resources can be crucial to their survival (Skagen and Knopf 1993, Hutto 1998). The 

chain of stopovers provide nutrients critical for migrants to complete the journey and 

breed afterwards; and the health of populations may rely on the integrity of multiple 

spring stopover sites (Drent and Fox 2006). Field studies on arctic-breeding geese (e.g. 

Pink-footed Goose (Anser brachyrhynchus) (Madsen and Klaassen 2006), Barnacle 

Goose (Branta leucopsis) (Prop and Black 1998, Prop and Black 2003), Brant Goose 

(Branta bernicla) (Ebbinge and Spaans 1995), Greater Snow Goose (Chen caerulescens 

atlantica) (Reed and Gauthier 2004 ), Lesser Snow Goose (Chen caerulescens 
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caerulescens) (Davies and Cooke 1983)) demonstrate that carry-over effects from 

stopover sites visited during spring migration impact breeding success or propensity.  

Stopover sites may be even more imperative to larger birds, like geese which 

carry smaller fat reserves proportional to their body weight (Ogilvie 1978, Berthold 1993) 

than smaller birds. As body mass increases, the maximum distance a bird can fly 

decreases. Thus, larger birds need to refuel more frequently during long flights 

(Klaassen 1996). Energetically-costly, flapping flight (Norberg 1996) common of geese 

and swans, puts further demand on these birds to stage at multiple stopover sites en 

route in order to refill their fuel reserves. This energy requirement of larger birds could 

result in migration pathways that consist of multiple shorter hops between stopover sites.  

The strategies bird species employ during migration are diverse. Even within a 

single species, differences in the timing of migration, stopover length, and habitat use of 

stopover sites exist among sex and age groups (Klaassen 1996). For example, 

immature birds and failed breeders of many geese species also take part in a moult 

migration. These birds migrate to unique areas, usually northward of breeding areas, to 

moult their flight feathers and gain fat reserves for the autumn migration (Ogilvie 1978, 

Rees and Matthews 2005). 

Research efforts have been invested into understanding how such migratory 

differences evolved. Current theory in stopover ecology hypothesizes that the selective 

forces of time, energy, and predation have shaped the behaviour of birds with respect to 

the use of stopover sites (Alerstam and Lindstrom 1990). Due to the short summer 

season and harsh winter in the arctic, migratory birds synchronize their reproductive 

cycles closely, and cram breeding, moulting, and developing fat reserves for autumn 

migration into a period of three to four months (Rees and Matthews 2005). Earlier arrival 

and clutch initiation on the breeding grounds generally implies higher levels of 

reproductive success (Daan and Dijkstra 1990). Thus, the timing of migration involves a 

trade-off between early arrival on the breeding grounds and the benefits of larger fat 

reserves achieved by a longer stay at stopover sites (Rees and Matthews 2005). For 

some species, the trade-off also includes avoiding the migration window of their 

predators (e.g. Western Sandpiper (Calidris mauri) begins southward migration from 

their breeding grounds before their predators, Peregrine Falcons (Falco peregrinus) 

(Lank and Ydenberg 2003)). Understanding the movements and patterns of habitat use 
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of birds throughout their annual cycle is important for effective conservation planning 

(Haig and Oring 2002).  

Modelling bird migration within a site selection method implicitly considers the 

spatial configuration and connectivity of stopover sites (i.e. estuaries) in the landscape. 

Most often, the approach of waterbird conservation emphasizes protecting areas with 

seasonally large concentrations of birds over complexes of smaller wetlands (Haig and 

Mehlman 1998). The majority of studies fail to integrate the concept of landscape 

connectivity on a regional scale in the evaluation of conservation areas (Haig and 

Mehlman 1998, Naugle and Johnson 2001). [Landscape connectivity is defined as the 

functional relationship among habitat patches containing resources and the movement of 

organisms in response to the landscape structure (Taylor and Fahrig 1993, With and 

Gardner 1997).] Yet the empirical research on waterbirds and their use of wetlands as 

migratory stopovers indicates that landscape connectivity matters (Farmer and Parent 

1997, Plissner and Haig 2000). For example, Pectoral Sandpipers (Calidris melanotos) 

and American Avocets (Recurvirostra americana) exhibited responses in feeding 

behaviours and movements due to the arrangement of wetland patches of varying 

connectivity. 

Haig and Mehlman (1998) recommend that future studies must consider 

wetlands as connected mosaics for complete understanding of their use and importance 

to waterbirds. Recent evidence of biotic connections (e.g. aquatic organisms) between 

wetlands maintained by bird-mediated dispersal underscores this element of 

interconnectedness between wetland patches (Amezaga and Santamaria 2002). As a 

specific type of wetland, estuaries too exist as mosaics and interconnected networks, 

and must be considered as such in research.  

Relating to conservation planning, a landscape approach in prioritizing estuaries 

is important because it may be able to highlight seemingly small and isolated stopover 

sites that provide crucial links for migrating birds. Skagen and Melcher (1998) found 

evidence for small, isolated patches of riparian habitat acting as a ‘stepping stones’ 

(MacArthur and Wilson 1967, Pressey 1994) by facilitating the migration of land birds. 

Smaller wetlands may also influence the suitability of larger wetlands, when viewed as 

components of the landscape (Naugle and Johnson 2001). This concept is especially 

significant for mobile species that travel large distances (Naugle and Johnson 2001). 

Using bird migration in a site selection method broadens the analysis to a regional scale 
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that disregards transboundaries separating countries, states, provinces etc. It also views 

the importance of estuaries in the context of the scale on which the ecological process of 

migration operates. 

Applying Dynamic State Variable Models 

As techniques for analysing animal behaviour, dynamic state variable (DSV) 

models use optimization methods to treat behavioural decisions from an evolutionary 

standpoint. These models embrace the Darwinian concept of evolution that behaviours 

have evolved in ways to maximize fitness. They attempt to apply the principle of natural 

selection to fine-scale, behavioural decisions of animals in the context of their life 

histories (Houston and Clark 1988). Four components comprise a framework for 

describing dynamic modelling: 1) a set of variables characterizing the state of an animal 

2) a set of actions that an animal can perform 3) dynamics that specify the relationship 

between actions and subsequent states, and 4) a state dependent reward function that 

specifies future reproductive success or fitness (Houston and Clark 1988).  
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2 METHODS 
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1980s, the Oregon Department of Fish and Game implemented management strategies 

on the wintering grounds, like additional hunting restrictions (Bromley and Rothe 2003). 

Other significant management efforts undertaken by the Alaska US Fish and Wildlife 

Service and the US Department of Agriculture Forest Service include population surveys 

and an artificial nesting program on the breeding grounds (Bromley and Rothe 2003). 

As almost exclusive herbivores, Canada Geese shift their diets in response to the 

seasonal availability of foods and their nutritional requirements during different stages in 

the annual cycle (Mowbray and Ely 2002). During spring, they consume diets containing 

more green vegetation compared with their autumn diets, which tend to be dominated by 

grains and cereals (McWilliams and Raveling 1998). The shift in diet during autumn to 

foods with larger amounts of carbohydrates is due to the migrant’s need to amass 

energy reserves for the energetically demanding period of migration (Baldassarre and 

Bolen 1994). During spring and summer, however, protein requirements are higher 

because females are building up reserves in order to breed. At these times, geese select 

the newly flushed, green leaves and shoots that contain the highest protein and lowest 

fibre content (Sedinger 1997). Sedinger and Raveling (1984) also observed a similar diet 

selection of leafy vegetation in spring for Cackling Canada Geese.   

On the Copper River Delta, Hawkings (1982) also noted that leaves are the most 

important component of the spring diets of Dusky Canada Geese, and as autumn 

advanced seeds and roots increased in importance. During spring on the delta they 

forage in freshwater meadows, saltmarshes, and tidal mudflats (Carriere and Bromley 

1999), feeding on various plant species including horsetail (Equisetum spp.), sedge 

(Carex spp.), grass (Gramineae family), plantain (Plantago spp.), and rush (Juncus spp.) 

(Hawkings 1982: M.S. thesis). Canada Geese are described as terrestrial grazers 

because they employ a feeding technique that consists of plucking or cutting shoots and 

stems of vegetation (Hughes and Green 2005). To a lesser extent, they are also likely to 
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west-central coast of Vancouver Island (Hansen 1960). Bromely and Jarvis (1993) also 

documented that Duskys meet half of their energy requirements for spring migration by 

obtaining food en route. Given the results of their experiments, they expect that most 

geese take advantage of opportunities to supplement their energy reserves; and they 

infer that the combined factors of high-quality food availability, energy and nutrient 

demands, and predation risks influence the Duskys’ decisions to feed (Bromley and 

Jarvis 1993). Thus, the staging and stopover sites used by migrating Dusky Canada 

Geese must be important. It is conceivable and likely that these geese use multiple 

stopovers that include estuary sites in BC. 

Spatial Data Inputs 

To study migration strategies of Dusky Canada Geese in this system and to 

determine corresponding estuary sites important for conservation I included mapped 

estuaries of the BC coast within the model landscape. The mapped estuaries comprise a 

GIS-based set of 442 discrete sites with spatial and attribute references. The estuary 

dataset was created (2004) by the Pacific Estuary Conservation Program (PECP) 

through the technical expertise of Ducks Unlimited Canada and the Canadian Wildlife 

Service (Ryder and Kenyon 2006). By querying a combination of Terrain Resource 

Inventory Mapping basemaps at a 1:20,000 scale, National Topographic Series British 

Columbia Watershed Atlas basemaps at a 1:50,000 scale, 1:20,000 scale digital 
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Model Development 

Conceptual Migration Model  

The model predicts migratory pathways of individual female Dusky Canada 

Geese during their spring migration along the coast of British Columbia (BC), from 

wintering grounds in the Willamete Valley, Oregon to breeding grounds on the Copper 

River Delta, Alaska. Migratory pathways are analogous to migratory strategies and are 

comprised of the sites used as stopover locations en route to the breeding grounds, as 

well as the corresponding timing of stopovers during the migration period. Females are 

the focus because of the model’s connection with reproductive success.  

Individual geese begin spring migration at the first stopover located at the most 

southerly estuary site on the BC coast, which I have designated to represent the 

hypothetical wintering grounds. A bird starts migration with an initial state defined by its 

energy reserves and current location, i.e. estuary site, for time t. Each day a bird decides 

to either remain at the current stopover location or migrate to a more northerly stopover. 

The bird’s decision depends on its current energy reserves, location, and the date. 

These migratory decisions occur within a feasible period for completing migration or the 

migration window. The migration window spans the period from the earliest departure 

date from the wintering grounds to the latest arrival date on the breeding grounds. 

At the beginning of each day birds evaluate and make their migratory decisions 

to initiate a flight or to stay at the stopover location. The estuary sites that are considered 

as potential stopovers are a function of the current energy reserves of an individual. For 

example, sites are included as decision options if they can be reached by flying within 24 

hours given the bird’s energy level. The model assumes a bird can fly the distance of the 

BC coast within one day if it has sufficient energy reserves. The presence of wind also 

has an effect on the potential sites included as decision options because wind influences 

the achievable flight distance. Birds flying with deterring headwinds, which decrease 

their ground speed, have fewer potential stopover sites available to them than a bird 

facing tailwinds. I assume that a bird’s navigational ability does not vary, thus a bird finds 

the site that it intended to fly to. 

An individual bird experiences daily changes in state depending on the migratory 

decision it made in the morning. This decision to fly or stay influences its energy 

reserves and location for the next time step. When an individual stays at a stopover site 



 
 

 
 



 
 

 
 

20

Figure 2.1 Conceptual model of Dusky Canada Goose spring migration. 
For time t, a bird’s decision to stay or migrate north to another estuary site depends 
on its state, represented by its location, energy level, and date. A bird’s energy 
reserves are influenced by its migratory decision. For example, the energy reserves 
of a bird that stays at a site is affected by the quality of habitat at the estuary. Also, 
the energy reserves of a bird that flies north is affected by the presence of wind. 
When the bird reaches the breeding grounds, it receives a fitness payoff given its 
energy reserves are greater than zero and the arrival date is no earlier than the 
snowmelt date. 

 
 

time = t  

Energy Reserves  
• For stay 
• For migrate 

Habitat Quality at Stopovers Wind Conditions 

Change of state 

Payoff: 
Reproductive Fitness 

Bird’s State: 
• Estuary site 
• Energy level 
• Date 

time = t + 1 
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t≥ tSM 

Decision: 
Stay or migrate? 
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Quantifying the Dynamic State Variable Migration Model 

Kristina Rothley coded the dynamic state variable (DSV) model in the Python 
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The critical level for energy reserves is set to 0 kJ, and if reserves drop to this level the 

bird dies and cannot gain any fitness.  

Change of State 

Changes in the state of a bird depend upon the bird’s daily decision to migrate or 

stay. For a bird migrating to or staying at a stopover, the respective changes in energy 

reserves are given by the following equations: 

x' t +1( )= x t( )−Dm /Y  

x t +1( )= x t( )+ x n( ) 

where x(t) are energy reserves at the beginning of day t; x’(t+1) are energy 
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analysis. Thus, I conclude that using Greater Snow Goose data for deriving intake 

parameters for the Dusky Canada Goose is acceptable.  

To derive the energy intake rates for various habitat qualities I used the lowest, 

average, net mass gain per day for Greater Snow Geese (Gauthier and Giroux 1992)  to 

base all other rates on. Using the energy content of fat (39 kJ/g), I converted the daily, 

lowest, average, mass gain to energy in kJ. I designated this energy intake for low 

quality habitats. I assumed the intake rates for medium and high quality habitats to be 

two and three times greater than low quality habitat, respectively. This assumption is 

reasonable because the intake value for high quality habitat (807 kJ) is within close 

range of the highest, average, mass gain for the Greater Snow Goose when converted 

to energy (kJ). The two values only differ by approximately 25 kJ. I assumed the intake 

rate for the lowest quality habitat to be equivalent to no net gain in mass (0 kJ). 

Therefore, the birds visiting the lowest quality sites only meet their metabolic needs of 

staying and gain nothing more.  

The second component of a bird’s state is its position along the migratory path, 

which is updated at the beginning of each day. This position is always the bird’s location 

at an estuary site. Because it is assumed that each leg of the journey takes less than 24 

hours, every morning the birds find themselves at an estuary site. All migratory decisions 

affecting a bird’s state are made within the migration window that spans the period from 

March 20 to May 1. I determined these dates to be the largest window for migration 

based on records of the earliest and latest arrival of Duskys on the Copper River Delta, 

April 1 and May 1, respectively (Crouse 1992 in Bromley and Rothe 2003). Since the 

average completion time for migration is 11 days (Bromley and Jarvis 1993), I deduced 

that, in theory, birds could begin migration roughly as early as March 20.  

Fitness Relationship: 
Individual Fitness is Constrained by Arrival Date and Energy Reserves 

The model measures a female’s fitness or expected reproduction by the number 

of eggs produced during the current year. Low energy reserves and late arrival at the 

breeding grounds reduce reproductive success linearly. For example, a bird arriving at 

the breeding grounds early in the season (but still on or after the snowmelt date, 

tsm=April 20) with higher energy reserves receives a higher fitness payoff, than a bird 

arriving later with lower energy reserves. Fitness payoff with respect to clutch size also 
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relates to the survival probability of offspring. Clutches laid earlier in the season tend to 

be larger because the offspring have greater survival than later laid clutches. I based this 

fitness relationship on the function described in Clark and Butler’s dynamic state model 

(1999). However, I modified the function to accommodate for the likely possibility that 

Dusky Canada Geese are income breeders or at least in part.  

The view that large-bodied birds breeding in harsh environments, like arctic-

nesting geese, are capital breeders and rely extensively on stored nutrient reserves for 

reproduction has recently been challenged (Meijer and Drent 1999, Gauthier and Bety 

2003). Current research suggests that food eaten by arctic geese during incubation, and 

egg-laying may play a greater role in supplying energy and nutrients than previously 

thought (Gloutney and Alisauskas 1999). Field studies have indicated that Dusky 

Canada Geese are able to maintain or increase their lipid reserves during the pre-laying 

period on the breeding grounds (Bromley and Jarvis 1993), displaying a breeding 

strategy previously thought to be atypical for geese. Therefore, the modified fitness 

relationship allows a bird to continue feeding and gaining energy reserves once on the 

breeding grounds, before initiating egg-laying. The onset of breeding by a bird is not 

constrained by its arrival date within the migration window, and a bird may initiate 

reproduction even on the last day of the migration window.  

Specifically, the function Φ(x, n, t) defines the fitness of a bird for a given energy 

level at time t at the breeding grounds. The equation in its expanded form is: 

  (1) 

where w1(x) is equivalent to an energy penalty, w2(x) is equivalent to a time 

penalty, and rBG is equivalent to the maximum number of offspring per clutch initiated on 

the breeding grounds. Functions for w1(x) and w2(x) are: 

(2) 

(3) 

 

where k1 is a penalty for low energy reserves, k2 is a penalty for late arrival, and 

tsm is the date of snowmelt and thus the date the habitat is accessible for feeding. I 
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leucocephalus) are a significant predator on eggs, goslings, and nesting, adult Dusky 

Canada Geese at the breeding grounds (Bromley and Rothe 2003).  However, the 

intensity of depredation varies throughout the breeding season in association with the 

reproductive stages and vulnerability of the geese. It has been also suggested that the 

timing of the eulachon (Thaleichthys pacificus) run relates to the rates of nest 

depredation. Lacking information about predation risks at migratory stopovers for Dusky 

Canada Geese, I assumed no predation risks for adult geese during spring migration. I 

did not use a surrogate estimate for predation risk at estuaries during migration because 

predation appears to vary widely with spatial and temporal dynamics. Also, empirical 

data suggest that non-nesting adult geese are less vulnerable to aerial predators 

(Bromley and Rothe 2003).  

Model Versions  

The approach I take in developing the dynamic state variable (DSV) model is to 

build increasing complexity in stages. The model progresses from a simple 

representation of a migrating Dusky Canada Goose to one that has more biological 

realism. Several components make the model system more biologically realistic; these 

components include an aspect of habitat quality for the estuaries and wind conditions for 

spring. Each ‘building’ stage represents a different version of the model. Below, Table 

2.1 describes each of the six model versions and the sequence of increasing complexity. 

Note that model version 1 and 4 have no component of habitat quality, and migrating 

birds in the model landscape perceive estuaries as having the same potential for 

feeding.  

 

Table 2.1 Descriptions for six versions of the dynamic state variable (DSV) model. 

Model 
version 

Inclusion of  
spring wind 
conditions  

Inclusion of habitat quality for estuaries 

1 No No:  

birds perceive all estuaries as having the same potential for feeding 

2 No Yes: 

birds perceive estuary sites as having varying potential for energy 
gains during foraging proportional to total size of estuary 
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Model 
version 
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concerning the dynamics of energy/fat reserves. Specifically, I based daily energy intake 

at estuary sites and flight range or the distance flown per unit of energy on information 

from other species. See Appendix A for details about the derivation of these parameter 

estimates.  

 

Table 2.2 Parameter estimates for model version 1. 

Parameter Description Parameter estimate 

number of estuary sites 442 

Breeding site site 147 

Wintering site site 441 

number of time steps (days) 42 (March 20-May1: Julian date 79-121) 

energy cap (energy units: eu) 145 (39,100 kJ) 

flight range (km/eu) 32.23 

energy intake at site (eu) 1 (269 kJ/day) 

tsm: snowmelt date April 20 (Julian date 110) 

fitness function parameters:  

rBG: maximum clutch size (eggs initiated) 8 

k1: penalty for low energy at arrival 0.085 
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Model Evaluation 

Sensitivity Analyses 

For testing the robustness of the DSV migration model to inaccuracies in the 

parameter estimates, I conducted ten sensitivity analyses using the baseline model (See 

Table 2.1 for description). In the baseline model, I varied one at a time the estimates for 

the following parameters: flight range, energy intake at sites, penalty for low energy at 

arrival (k1), penalty for late time of arrival (k2), snowmelt date, and wintering/breeding site 
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Table 2.4 Description of sensitivity analyses. 

Sensitivity 
analysis number 

Altered 
parameter 
estimate 

Parameter value Cohort size 
(number of 

birds) 

SA1 Flight range 16.77 km/eu 1600  

SA2 Flight range 1.34 km/eu 1600 

SA3 Energy intake 
rates 

-1, 0, 1, 2 eu 
respectively for estuaries of 
lowest, low, medium and high 
quality 

1600 

SA4 Energy intake 
rates 

1, 2, 3, 4 eu 
respectively for estuaries of 
lowest, low, medium and high 
quality 

1600 

SA5 k1 0.0225 1600 

SA6 k1 0.0275 1600 

SA7 k2 0.0765 1600 

SA8 k2 0.0935 1600 

SA9 Snowmelt date April 17 (Julian date:)  1600 

SA10 Breeding site/ 
Wintering site 

Copper River Delta/ 
Willamette Valley  

1600 

 

For each sensitivity analysis, I performed a forward iteration on the DSV output. 



 
 

 
 

31

Across all replications for each bird group, I tracked the average values for 

fitness, trip length (defined as the time the birds leave the ‘wintering’ site until the time 

they reach the ‘breeding’ site), number of stops, bird days per visit per site, and number 

of visits per site. I compared the results of these variables for each sensitivity analysis to 

those of the baseline model using two-sample t-tests.  

Table 2.5 Bird groups that reflect various initial ‘states’ of energy and timing of 
migration start or departure from wintering grounds.   
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The BCCWS survey sites are located on the shoreline and contain coastal 

habitats including estuaries. The sampling design of the BCCWS consists of a census 

within a rectangular survey site that is 1-2 km (along the shoreline) by approximately 1 

km (out onto the ocean) (Badzinski 2003). Using census results that cover the months of 

March and April over 6 years (2000-2005), I calculated the average number of Canada 

Geese at each BCCWS survey site per survey per month of the migration period. Next, I 

connected these values of average numbers of Canada Geese at BCCWS sites to the 

PECP estuaries that are located near by. By spatial analysis in ArcGIS 9.0 (ESRI 1999) I 

found only 19 BCCWS sites to overlap directly PECP estuaries. In order to expand the 

dataset I included those BCCWS sites that fell within 1000 m of the boundaries of a 

PECP estuary. A buffer of 1000 m seems to be a reasonable distance because Canada 

geese can be categorized as generalists that move freely and use multiple habitats. In 

total 26 PECP estuaries, comprising approximately 6% of the PECP estuaries dataset, 

are linked to BCCWS data. 

Using the baseline model’s predictions of estuaries used as stopovers by Dusky 

Canada geese and the PECP estuaries connected with Canada goose records I aim to 

compare the amount of correspondence between the identities of the estuary sites and 

the degree of site use by the geese. I also examine the validity of the DSV model’s 

predictions by spatially comparing the areas, which the BCCWS did not identify Canada 

geese presence with the estuaries that were not predicted as stopovers by model 

version 3. An overlap of these locations would also suggest some evidence supporting 

the validity of the DSV model. 

Model Application 

Forward Iteration: Simulation of Bird Migration Across the Landscape  

Many animal populations experience negative feedback mechanisms that 

depress their (population) growth rates when many individuals exist in the population. 

These mechanisms or factors regulating population levels are influenced by the size of 

the population itself and are described as ‘density-dependent’. Animal behaviour as well 

as population growth may experience density-dependent effects. For example, the 

number of competing conspecifics may influence how a particular animal uses certain 

areas within its habitat.  
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Geese, animals that exhibit flocking behaviour and get benefits from extra anti-

predator vigilance, also compete with their flock members for patches of vegetation while 

grazing. Over time, geese deplete their food resources and as a result, foraging sites 

degrade and geese abandon depleted sites (Ebbinge and Canters 1975). Thus, varying 

densities of conspecifics at migratory stopover sites may affect the energy intake rates of 

individual geese through exploitative and interference competition. Possibly, declining 

energy intake rates due to increasing numbers of geese at a site could affect the 

migratory decision of a Dusky Canada Goose to utilize a particular stopover or to move 

on. In a forward iteration of the DSV model, I introduce a new assumption of density-

dependent effects on the site use of estuaries as stopovers by Dusky Canada Geese. I 

explore how this assumption affects the optimal migratory strategies given by the original 

output of the DSV model; and predict the estuaries migrating Duskys use, the degree of 

site use at each estuary and the effects on the birds’ relative fitness.  

The density-dependent forward iteration incorporates a key concept concerning 

the grouping behaviour of geese and their tendency to forage in flocks: by foraging 

within a group, birds experience a trade-off between anti-predator advantages and the 

costs of increased competition (Carbone and Thompson 2003). Field studies have 

shown benefits to flocking, such as declines in individual vigilance levels and 

consequent increases in foraging times for White-fronted Geese, Dark-bellied Brent 

Geese, and Barnacle Geese (Lazarus 1978, Inglis and Lazarus 1981, Carbone and 

Thompson 2003, Amano and Ushiyama 2006). Other proposed benefits include reduced 

predation risks at individual levels because members of the group ‘dilute’ the risk by 

acting as alternative targets or facilitating earlier detection of the predator (Carbone and 

Thompson 2003). Geese might also experience increased opportunities to exploit 

discoveries of food made by other flock members (Drent and Swierstra 1977).  

The primary disadvantage of foraging in a group is increased competition. 

Research has found evidence for the effects of increased competition in flocks of White-

fronted Geese and Barnacle Geese (Carbone and Thompson 2003, Amano and 

Ushiyama 2006). Seasonal variation observed in the flock size of White-fronted Geese, 

namely smaller flocks in the spring when resource depletion had progressed, suggests 

that exploitative competition could control flock size and be a cost of flocking. An 

experiment that resulted in a significant increase in flock size after food resources were 

artificially supplemented (by rice additions) gives further support for the hypothesis that 
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exploitative competition could control flock size (Amano and Ushiyama 2006). Movement 

patterns of Barnacle Geese flocks perhaps indicate that more intense competition exists 

in larger than smaller flocks (Carbone and Thompson 2003). Larger flocks expanded 

more quickly possibly because local depletion of food was more severe (than in smaller 

flocks), and individuals attempted to avoid competition.   

The concept of tradeoffs between the benefits and costs of foraging in a flock is 

implemented in the forward iteration by a probability distribution for the rate of energy 

intake at a particular estuary site. For any given site, the probability distribution indicates 

the likelihood a bird has of gaining various amounts of energy (in energy units of 0, 1, 2, 

or 3, equivalent to 0, 269, 538, and 807 kJ, respectively) while foraging, given the 
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Figure 2.2 Probability distribution for estuaries of ‘high’ habitat quality. 
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Figure 2.3 Probability distribution for estuaries of ‘medium’ habitat quality. 
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Figure 2.4 Probability distribution for estuaries of ‘low’ habitat quality. 
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Figure 2.5 Probability distribution for estuaries of ‘lowest’ habitat quality. 
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I developed two forms of the density-dependent forward iteration, which I name 

the ‘proactive’ and ‘reactive’ forward iteration. The proactive iteration assumes that 

migrating geese have perfect knowledge of the potential fitness consequences relating 

to foraging at optimal sites versus foraging at alternative sites. In contrast, the reactive 

iteration assumes that migrating geese are ignorant of these potential fitness 
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migration strategy. This cycle of how the bird assesses its various options repeats itself 

in the next time period. 

On the other hand, if the corresponding fitness payoff is less than what the bird 

would have received had the site been vacant, the bird then considers other reachable 

sites (predicted as sub-optimal by original DSV output) given its remaining energy 

reserves. The bird chooses the stopover site that yields the highest fitness payoff 

according to the DSV output. After burning energy to fly, the bird has a new energy state 

and location in the next time period, and continues to behave to according to the optimal 

migration strategy. See Figure 2.6 for a flowchart that describes the proactive forward 

iteration. 

For the second form of the iteration that assumes no perfect knowledge of fitness 

consequences, birds fly to the next ‘optimal’ site to receive an energy intake rate that is 

dependent on the number of birds currently at the site. For example, when a bird stops 

at its optimal site, the probabilities of energy units are assigned from the distribution 

relative to how many birds are currently there. Then a random selection of energy units 

occurs with the assigned probabilities. In the next time period the bird follows the optimal 

pathway for its new energy state.  

To examine the specific effects of the density-dependent assumption I selected a 

group or cohort size of 1600 birds and ran the proactive and reactive iterations, and the 

density-independent iteration. I assumed sixteen-hundred birds to be a relative index of 

the current population size. (See the Sensitivity Analyses section for the rationalization 

of setting the relative population to 1600 birds). I compared the predictions of these 

forward iterations to determine the effects of the assumption on the bird’s relative fitness 

and estuary site use. 
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Asking Questions About Waterfowl Management  

In order to ask questions about potential management strategies for migrating 

Dusky Canada Geese, I postulate different scenarios with respect to the population 

status of the subspecies. These scenarios are entirely hypothetical and I use them to 

illustrate possible effects of different management strategies on goose migration. I use 

the hypothetical scenarios in the density-dependent and density-independent forward 

iterations to determine the effects on site use of estuaries, and relative fitness of the 
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The first set of estuary removals relates to the sites that receive the highest use 

as indicated by the original DSV outputs. Here, I remove the Fraser River, the site that 

experiences the highest bird use according to the baseline model (model version 3). I 

also remove all three sites (Fraser River, Nickomekl/Serpentine Complex, and 

Skeena/Ecstall/McNeil River Complex Estuaries) predicted by model version 3, and I 

remove all 13 sites predicted by model version 6 (See Figure 3.6). The next set relates 

to the elimination of three estuaries (Kitimat River, Chemainus River/Bonsall Creek 

Complex, Courtenay River) that the Canadian Wildlife Service (CWS) ranked with 

highest biological importance in an independent study for the PECP that prioritized 

estuaries based on biophysical data and attributes (Ryder and Kenyon 2006). The last 

set refers to the elimination of 44 estuaries that the Canadian Wildlife Service defined as 

unprotected and 50 percent or more threatened (See Appendix C for the derivation and 

list of these sites). Again, both density-dependent and independent iterations for these 

proposed scenarios are performed using the DSV output of the baseline model (see 

model version 3 in Table 2.1). I apply these landscape scenarios to the five groups of 

birds with varying initial ‘states’ (Table 2.5). Each bird group contains 1600 birds 

(equivalent to the current, relative population). 

Lastly, I postulate a scenario that acts as a sensitivity analysis to examine the 

assumed benefits of flocking. By eliminating the portion of each probability distribution 

that reflects the declining predation risks and increasing foraging times as bird numbers 

approach the optimal flock size, I can test the sensitivity of the forward iteration’s 

predictions to this assumption. To change the probability distributions I alter the declining 

slopes to positive ones up to 200 birds to show continual competition between 

conspecifics as the numbers of geese on an estuary site increase. Both forms of the 

density-dependent iteration for this scenario are performed using the DSV output of the 

baseline model (model version 3). I apply this scenario to the five groups of birds with 

varying initial ‘states’ (Table 2.5) and containing 1600 birds. 
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3 RESULTS 

Predictions of Optimal Migration Routes 

Migration Strategies  

The outputs of the DSV model versions indicate optimal decision policies with 

respect to migration. In general the outputs for all model versions (1-6) show that a bird’s 

initial state, specifically their initial start date of migration and level of energy reserves, 

greatly determine their respective migration strategies. The length of the migratory 

journey (in terms of time) and the number of stopovers utilized are both influenced by the 

bird’s initial state. Only birds with lower energy reserves utilize intermediate estuaries as 

stopovers in order to reach the breeding grounds, as demonstrated by the outputs of all 
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Across all model versions, birds of the ‘low energy/late start’ category experience 

the lowest success in the proportion of birds that complete migration to arrive on the 

breeding grounds, ranging from 0.48 to 0.83. Model version 4 indicates the lowest 

success for this category at 0.48. All birds in the category ‘high energy/early start’ 

successfully complete migration. Birds in the category, ‘high energy/late start’ have 0.95 

success in completing migration for all model versions. Curiously, this bird category 

almost consistently experiences slightly lower success by 2-5% than category ‘low 

energy/early start’. Possibly, this discrepancy is an effect of the category sizes because 

there are slightly fewer birds in the high energy groups. Another explanation is that 

timing or the initial start date of migration is a factor that outweighs energy reserves in 

importance for migratory success.  

Fitness payoff, expressed in the number of eggs per clutch, appears to decline 

as a bird’s initial energy reserves decrease and initial start dates becomes later in the 

migration window. A three dimensional plot of relative fitness gained by birds as a 

function of their initial energy reserves and start dates for the baseline model shows this 

trend (Figure 3.1). Note the flat, triangular ‘spa