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A system responding to a stochastic driving signal can be interpreted as computing, by means of

its dynamics, an implicit model of the environmental variables. The system’s state retains information

about past environmental fluctuations, and a fraction of this information is predictive of future ones. The

remaining nonpredictive information reflects model complexity that does not improve predictive power,

and thus represents the ineffectiveness of the model. We expose the fundamental equivalence between this

model inefficiency and thermodynamic inefficiency, measured by dissipation. Our results hold arbitrarily

far from thermodynamic equilibrium and are applicable to a wide range of systems, including biomo-

lecular machines. They highlight a profound connection between the effective use of information and

efficient thermodynamic operation: any system constructed to keep memory about its environment and to

operate with maximal energetic efficiency has to be predictive.
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All systems perform computations by means of respond-
ing to their environment. In particular, living systems
compute, on a variety of length and time scales, future
expectations based on their prior experience. Most biologi-
cal computation is fundamentally a nonequilibrium pro-
cess, because a preponderance of biological machinery in
its natural operation is driven far from thermodynamic
equilibrium. For example, many molecular machines
(such as the microtubule-associated motor kinesin) are
driven by adenosine triphosphate (ATP) hydrolysis, which
liberates �500 meV per molecule [1]. This energy is large
compared with ambient thermal energy, 1 kBT � 25 meV
(kB is Boltzmann’s constant and the temperature is
T � 300 K). In general, such large energetic inputs drive
the operative degrees of freedom of biological machines
away from equilibrium averages.

Recently, significant progress has been made in describ-
ing driven systems far from equilibrium [2], perhaps
most notably Jarzynski’s work relation [3] generalizing
Clausius’ inequality, the further generalization embodied
in fluctuation theorems [4,5], and the extension of these
relations to calculating potentials of mean force [6]. These
advances have allowed researchers to measure equilibrium
quantities, such as free energy changes, by observing how a
system reacts to being driven out of equilibrium, e.g. [7,8].

This literature typically assumes that the experiment is
known, i.e. that the exact time course of the driving
erating under natural conditions, are exposed to stochastic
driving. Here, we therefore study driven systems for which
the changes in the driving signal(s) are governed by some
probability density P

X. This can be any stochastic process,
and the results we derive require neither that PX has specific

properties, nor that it is known by the system. We assume that
there is no feedback from the system to the driving signal.
The dissipation, averaged not only over the system’s path
through its state space, but also over driving protocols, then
quantifies the system’s energetic inefficiency.

The dynamics of the system perform a computation by
changing the system’s state, as a function of the driving
signal. As a result, the new system state contains some
memory about the driving signal. The system dynamics can
be interpreted as computing a model: past environmental
influences are mapped onto the current state of the system,
which through its correlation with forthcoming environmen-
tal fluctuations implicitly contains a prediction of the future.

In this Letter, we ask how the quality of this (implicit)
model is related to thermodynamic efficiency. But how do
we measure the quality of a model? A useful model has to
have predictive power (see e.g. [9–12] and references
therein), meaning it must capture predictive information
[13–16], while not being overly complicated. In other
words, the model should contain as little dispensable non-
predictive information as possible.

Our central contribution is the demonstration of a
fundamental equivalence between the instantaneous non-
predictive information carried by the system and the
dissipation of energy.
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The system responds by changing its state s0 ! s1, accord-
ing to the transition probability pðs1js0; x1Þ. The external
signal subsequently changes again x1 ! x2, and the pro-



Since the system starts in equilibrium, the total change
in nonequilibrium free energy is the equilibrium free
energy change plus the above-mentioned additional con-
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