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the zero-friction limit, � ¼ 0, with a time-independent
Hamiltonian, where Langevin dynamics reduces to deter-
ministic Newtonian dynamics. A simple, popular integra-
tor for Newtonian dynamics is the velocity Verlet
algorithm [7,8],
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Because of the finite time step, the trajectories generated
by this algorithm are inaccurate: They do not faithfully
follow the precepts of Newtonian mechanics. Also, the
actual energy of the system is not conserved, but rather it
fluctuates from one time step to the next. However, the
velocity Verlet integration scheme is symplectic (in that the
Jacobian of the transformation from old to new positions
and velocities is unity, and therefore the phase-space vol-
ume is conserved [9]), which ameliorates some problems
due to the finite time step. For example, although a finite-
time-step symplectic integrator does not conserve the en-
ergy of the system Hamiltonian, it does conserve the
energy of a shadow Hamiltonian, which is close to the
desired Hamiltonian if the time step is not too large [2,10].
For sufficiently small time steps, this conservation of the
shadow Hamiltonian prevents long-term drift in the system
Hamiltonian over the duration of the simulation.

Essentially, a finite-time-step dynamics performs work on
the system, over and above any work due to intentional
perturbations from a time-dependent Hamiltonian [6]. We
can imagine this finite-time-step integration scheme in the
following way. At the beginning of each time step, we first
perturb the system Hamiltonian such that it becomes the
shadow Hamiltonian, changing the energy of the system.
The symplectic integrator then updates the position and
velocity [Eq. (2)], perfectly preserving the shadow energy
of the shadow Hamiltonian. We then switch the Hamiltonian
back to the original one, again perturbing the energy. The net
change in the energy of the system during this time step is
due towork performed on the system by perturbing back and
forth between the system and shadow Hamiltonian. We can
determine this shadow work (also known as error work [6] or
an effective energy change [11]) during each time step by
measuring the difference in energy using the system
Hamiltonian, so we do not need to know the form of the
shadow Hamiltonian. This shadow work is distinct from any
protocol work applied to the system due to explicit, time-
dependent perturbations of the system Hamiltonian. Note
that Markov-chain Monte Carlo (MCMC) simulations do
not generate shadow work [12] because the dynamics sat-
isfies detailed balance explicitly, which ensures that the
trajectories are microscopically reversible [13] and that the

appropriate equilibrium ensemble is preserved for a time-
independent Hamiltonian [2].

Discretizations of continuous-time Langevin dynamics
are essentially a combination of deterministic and stochas-
tic dynamics, and, as a result, they suffer from a combina-
tion of problems. With a finite time step, the deterministic
parts of the dynamics tend to pump energy into the system in
the form of shadow work, driving the system away from
equilibrium, whereas the stochastic parts of the dynamics
relax the velocities back toward the equilibrium Maxwell-
Boltzmann distribution, removing energy from the system
in the form of heat. It follows that, even for a system with a
Hamiltonian that is explicitly time independent, a finite-







for example, �Fneq ¼ 11:4 � 0:2kBT at �t ¼ 1 fs. For

constrained water boxes, however, �Fneq reaches this

magnitude only at large time steps—here, �t � 5 fs, not
far from the stability limit at 6 fs and well beyond 2 fs, the
standard time step for biomolecular simulations.

Empirically, the nonequilibrium free-energy deviation
(�Fneq) for both unconstrained and constrained systems

appears to show a quartic dependence on the time step �t
(Fig. 2, gray curves), such that

�Fneq=NH2OkBT � a�t4; (7)

where the prefactor a depends strongly on whether con-
straints are employed; see the caption of Fig. 2. This trend
is consistent with earlier work observing the strong depen-
dence of Metropolization acceptance probabilities on time
step [36] and highlights how small reductions in time
step can rapidly reduce the deviations of the sampled
steady-state distribution from the desired equilibrium dis-
tribution defined by the system Hamiltonian peqðxÞ /
exp½��H ðxÞ�, without unduly burdensome computa-
tional cost. We detail in Sec. VI some methods that correct
for these nonequilibrium perturbations. Even in the
absence of correction procedures, the above calculation
represents a thermodynamically meaningful determination
of the deviation from the desired equilibrium sampling
associated with the continuous Langevin equation of mo-
tion, as a function of simulation parameters.

V. MULTIVARIATE FLUCTUATION THEOREM

We seek an analytical framework that describes the
correlation between the shadow work (performed by inte-
gration) and the protocol work (due to explicit Hamiltonian
changes). We want this framework to provide a generic
method to characterize the effect that shadow work has on
the distribution of protocol work, and specifically on the
time-reversal symmetry [Eq. (4)] that protocol work would
satisfy in its absence. Furthermore, we want this frame-
work to suggest systematic techniques to correct for these
distorting effects. We propose such a framework through
the generalization of work-fluctuation theorems to the
context of two sources of work. These results, although
formulated specifically for our situation of explicit and
artifactual work, are entirely general to situations involving
any two sources of work.

Rearrangement of Eq. (4) and splitting the work into two
distinct work contributions W1, W2 gives

P½Xj�� ¼ P½ ~Xj~��e�fW1½X;��þW2½X;����Feq½�� g: (8)

Multiplication by delta functions of the two works,
�ðW1½X;�� �WprotÞ�ðW2½X;�� �WshadÞ, and integration

over all trajectories produces what we refer to as the multi-
variate fluctuation theorem:

P�ðWprot; WshadÞ
P~�ð�Wprot;�WshadÞ ¼ e�ðWprotþWshad��FeqÞ: (9)

This is a special case of the generalized detailed fluctuation
theorem for joint probabilities of Garcı̀a-Garcı̀a et al.
[37,38]. Equation (9) gives an expression in terms of the
excess work Wprot þWshad � �Feq for the ratio of the

joint-probability distributions over protocol and shadow
works realized during the forward and reverse protocols,
respectively.

Equation (9) can be trivially extended to arbitrary de-
compositions of the total work, where each component
corresponds to a group of individual work steps. It thus
represents a generalization of the work-fluctuation theorem
[22] to contexts with multiple sources of work. Several
other modified fluctuation theorems can be derived from
Eq. (9) that modify a standard fluctuation theorem for one
of the works with an exponential average over the other
work. For example, in Sec. VI, we derive a Jarzynski
equation modified by the presence of shadow work
[Eq. (12)], and, in Sec. VII, we derive a similarly modified
integrated transient fluctuation theorem (ITFT) [Eq. (15)].

VI. RECOVERING EQUILIBRIUM STATISTICS
FROM NONEQUILIBRIUM SIMULATIONS

Now that we are equipped with our new interpretation of
finite-time-step Langevin dynamics as a driven nonequi-
librium process even in the absence of an explicit driving
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force, nonequilibrium thermodynamics affords various
approaches for recovering true equilibrium properties of
the system.

One approach is to maintain the simulation at equilib-
rium by incorporating Monte Carlo moves that condition-
ally accept or reject candidate trajectory segments or single
time steps, for example, by using the Metropolis criterion
Paccept ¼ minð1; expf��WshadgÞ [39]. In order to maintain

detailed balance, the velocity must be inverted if the

proposed state is rejected [12], which may lead to in-
creased correlation times. Applied to single time steps,
this is essentially the idea behind the generalized hybrid
Monte Carlo (GHMC integrator [12,35], and when applied
to trajectory segments, this is the idea behind work-bias
Monte Carlo [40] and nonequilibrium-candidate Monte–
Carlo [41] simulations. In either case, Metropolization
results in an MCMC process that samples the true equilib-
rium distribution.
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elsewhere in the equation. When one ignores the shadow
work and measures only the protocol work, the ratio of the
left-hand side and right-hand side,

PðWprot < 0Þ
PðWprot > 0Þ

�
he��WprotiWprot>0; (15)

departs from unity to the extent that the protocol-work
fluctuations do not obey the relevant time-reversal symme-
try that the total-work fluctuations do. Departure
from unity in Eq. (15) quantifies the violation of the
nonequilibrium time-reversal symmetry obeyed by a
proper thermodynamic work encompassing all energy
changes unrelated to the heat.

Figures 3(c) and 3(d) show that, for the simple system
described in Sec. VI, the protocol work alone (circles) does
not obey the nonequilibrium fluctuation relation required
of a thermodynamic work (with an error that empirically
scales with the square of the time step), but the sum of the
protocol and shadow works ( � s) does obey it. The cor-
rection factor he��WtotiWprot>0=he��WprotiWprot>0 (þ signs)

reproduces the error in the ITFT ratio neglecting shadow
work. Thus, ignoring the shadow work and using the pro-
tocol work rather than the total work produces systematic
biases in estimators of nonequilibrium quantities (such as
the nonequilibrium free energy [32] or the nonequilibrium
energetic efficiency [48]).

VIII. EPILOGUE

For Hamiltonian dynamics, a finite-time-step symplec-
tic integrator conserves a shadow Hamiltonian and is
microscopically reversible. But, as we have seen, for
Langevin dynamics, discretization of the dynamics leads
(even for a time-independent Hamiltonian) to a mixed
deterministic-stochastic nonequilibrium dynamics, which
preserves the equilibrium distribution of neither the sys-
tem nor the shadow Hamiltonian and which is not time-



We sampled initial configurations and momenta from an
equilibrium NPT ensemble at 1 atm and 298 K with the
generalized hybrid Monte Carlo (GHMC algorithm [16,35]
using a time step of 0.5 fs. We controlled pressure using a
Monte Carlo molecular-scaling barostat with a proposal
size automatically determined during equilibration
[58,59]. After initial equilibration for 250 000 steps, we
sampled configurations and momenta every 10 000 GHMC
steps and subjected them to Langevin simulation [Eq. (3)]
at fixed volume using a collision rate of 9:1=ps. We inte-
grated these initial conditions for a total of 4096 steps
using a variety of different time steps from 0.25 fs to
7 fs, with the accumulated shadow work after 2n steps
stored (n ¼ 0; 1; . . . ; 12). The limit of stability was deter-
mined by the largest time step that did not generate infinite
cumulative work values in 4096 time steps in any sample;
the limit was determined to be 2 fs for unconstrained
simulations and 6 fs for constrained simulations.

To estimate, using Eq. (6), the nonequilibrium free
energy of the steady-state ensemble sampled by discrete
Langevin integration, we used the average accumulated
shadow work after M steps as the work to switch into
steady state, while we used the average dissipated power
in the next M steps as an average steady-state power:

�Fneq ¼ 1
2½hW0!MiGHMC � hWM!2MiGHMC�: (A1)

Here, the h�iGHMC notation denotes averages computed
over Langevin simulations initiated from GHMC-sampled
initial configurations and momenta. Through analysis of
M ¼ 2n



�2ð�FneqÞ ¼ ½varðW0!MÞ þ varðWM!2MÞ
� 2covðW0!M;WM!2MÞ�=ð4NeffÞ; (A2)

where varðxÞ and covðx; yÞ denote sample variances and
covariances over the measured set of work values, and Neff

is the effective number of uncorrelated samples after ac-
counting for the statistical inefficiencies by autocorrelation
analysis of sequentially sampled trajectory work values.
(See Sec. 2.4 of Ref. [60].)
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