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ABSTRACT
The theoretical framework of this study is based on the prevalent debate of whether prosodic processing
is influenced by higher level linguistic-specific circuits or reflects lower level encoding of physical
properties. Using the dichotic listening technique, the study investigates the hemispheric processing
of Japanese pitch accent by native Japanese listeners and two groups of nonnative listeners with no
prior pitch accent experience but differing in their native language experience with linguistic pitch:
native listeners of Mandarin (a tone language with higher linguistic functional use of pitch) and native
listeners of English (a stress language with lower functional use of pitch). The overall results reveal
that, for both native and nonnative listeners, the processing of Japanese pitch accent is less lateralized
(compared to lexical tone processing, which has been found to be a left hemisphere property). However,
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on monosyllabic words to make phonemic contrasts (e.g., lexical tone), or on
multisyllabic words to make phonemic (e.g., pitch accent) or grammatical (e.g.,
stress) contrasts. At the sentential level, they can be used as linguistic intonation
to indicate sentence type (e.g., questions versus statements; Sadock & Zwicky,
1985). Prosodic features can also be realized in the paralinguistic domain, such
as emotional intonation used to express happiness or anger. Thus, the perception
and processing of linguistic prosody may involve multiple and hierarchical stages
of acoustic, lexical, and sentential analysis (Cutler & Clifton, 1999; Gandour,
Dzemidzic et al., 2003).

Previous studies have revealed complex hemispheric processing patterns for
linguistic prosody, in that native prosodic processing may involve right hemisphere
dominance1 (Grimshaw, Kwasny, Covell, & Johnson, 2003; Zatorre & Samson,
1991), left hemisphere dominance (Arciuli & Slowiaczek, 2007; Gandour et al.,
2002), or no hemisphere dominance (Gandour, Wong, et al., 2003; Mitchell &
Crow, 2005). Research has since attempted to investigate the factors affecting the
complex hemispheric processing of linguistic prosody.

Theoretical accounts

Linguistic function has been proposed to account for hemispheric asymmetry
in the perception of prosody, as different linguistic features may carry differ-
ent levels of functional load (e.g., Van Lancker, 1980). Functional load refers
to the extent of contrastivity between linguistic units (e.g., distinctive features,
phonemic opposition), as well as a measure of the number of minimal pairs for
a given contrast, gauging the frequency with which two features contrast (King,
1967; Surendran & Niyogi, 2006). Based on this definition, lexical tone has a
higher functional load than pitch accent, because all words in a tone language are
contrastive for tone, whereas only approximately 20% of word pairs contrast for
pitch accent (e.g., in Japanese; Pierrehumbert & Beckman, 1988). Likewise, tone
also has a higher functional load than lexical stress, because stress is used to make
grammatical contrasts and thus is less lexically contrastive (Cutler, 1986; Hallé,
Chang, & Best, 2004). In contrast, the functional load of intonation is low as it
is typically used at a more global level to indicate sentence types or emotional
expressions (Cruttenden, 1997). In terms of hemispheric processing, a prosodic
feature carrying high functional load (e.g., tone) tends to be lateralized in the left
hemisphere, whereas a feature with low linguistic use (e.g., emotional intonation)
tends to be lateralized in the right hemisphere. Those features falling somewhere
in the middle of the linguistic functional hierarchy (e.g., pitch accent or stress)
may involve a lesser degree of hemispheric dominance (Van Lancker, 1980).

Aside from the linguistic function, acoustic features, such as the temporal frame
length of a prosodic unit, may determine the lateralization pattern of prosodic pro-
cessing (e.g., Poeppel, 2001, 2003). According to this hypothesis, speech prosodic
units over a shorter temporal domain (e.g., tone) tend to be left lateralized, whereas
those with a longer temporal domain (e.g., sentential intonation) tend to call for
greater right hemisphere participation. Presumably this is because the former
mostly involves analytical processing of local information, whereas the latter in-
volves a more holistic processing of global information (Bever, 1975). Likewise,
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hemispheric processing of pitch may also be affected by relative frequency, with
the left hemisphere biased for high-frequency information and the right hemisphere
biased for low-frequency information (Ivry & Lebby, 1993).

Moreover, the functional and acoustic aspects may complementarily account for
lateralization patterns (Zatorre & Gandour, 2008). For instance, although tone and
pitch accent are functionally similar (i.e., both used to make lexical distinctions),
tone may involve a greater degree of left hemisphere processing than pitch accent
due to its shorter temporal frame length. In contrast, although pitch accent and
stress are used in comparable temporal domains, the processing of pitch accent
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nance. It has been found that nonnative listeners, such as English listeners of
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Figure 1. The fundamental frequency (F 0) contours of the three pitch accent patterns high–
accent–low (H∗L), LH∗, and LH, exemplified by the syllable hashi.

THE CURRENT STUDY

In the current study, pitch accent processing patterns are compared between native
listeners of Japanese and two nonnative groups: Mandarin listeners whose L1 uses
pitch (tone) with a higher functional load than pitch accent, and English listeners
with the functional use of pitch in their L1 (e.g., stress) being lower than pitch
accent. Thus, the gradation of functional use of pitch in these L1s provides a
useful testing ground to examine the effect of linguistic experience on pitch accent
processing.

To assess hemispheric processing patterns, this study employs the dichotic lis-
tening paradigm, in which different stimuli in a pair are simultaneously presented
to the left ear and the right ear (Kimura, 1961, 1967; Wang et al., 2001). During
dichotic stimulation, a stimulus presented to the right ear can be more effectively
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processed in the left hemisphere than in the right hemisphere (and vice versa),
because the information conveyed by the contralateral auditory pathways typically
suppresses that by the ipsilateral pathways (Gazzaniga, 1984, p. 97). Consequently,
a right ear advantage (REA) indicating left hemisphere dominance is often found
in association with the processing of linguistic stimuli (e.g., Bryden & Murray,
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syllables (aki, hana, kaki, nami, take, tama, yuki). Nine additional words (three
from an additional triplet and six from three minimal pairs) were used as practice
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(well above the chance level, 33%) continued on and took the dichotic listening
test.

The dichotic listening test procedures were modeled after similar previous
studies (e.g., Wang et al., 2001, 2004) using the two-response paradigm (Millay,
Roeser, & Godfrey, 1977). The stimuli were randomized into four blocks (i.e., four
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Figure 2. The percentage of correct identification in the left ear and right ear for Japanese,
Mandarin. and English listeners.

Ear effect and native group. Because no significant interaction was obtained for
ear and group, F (2, 45) = .359, p = .7, or ear, group and pitch accent, F (4,
90) = 1.33, p = .265, or ear, group, pitch accent, and syllable, F (24, 540) =
.98, p = .496, no further analysis was performed for each of these interactions.
These results revealed that the three groups did not differ in ear advantage in the
perception of pitch accent (Figure 2).

Ear effect and pitch accent pattern. Based on the significant interaction of ear
and pitch accent pattern reported above, sets of one-factor repeated-measures
ANOVAs were conducted to investigate ear effect on the processing of each pitch
accent pattern. The results showed a significant effect of ear for the H∗L pattern,
F (1, 45) = 20.27, p < .0001, with the perception in the left ear (71%) being
more accurate than in the right ear (61%) across groups. In contrast, for the LH∗
pattern, the perception in the right ear (52%) was significantly more accurate than
that in the left ear (48%), F (1, 45) = 4.61, p = .037. For LH, no difference in ear
advantage was observed, F (1, 45) = .58, p = .45. Figure 3 illustrates the patterns
of ear advantage for each pitch accent pattern. Furthermore, one-factor repeated-
measures ANOVAs were performed for each ear using pitch accent pattern as the
within-subjects factor. This analysis indicated significant effects of pitch accent
pattern for the left ear, F (2, 94) = 42.14, p < .0001, and the right ear, F (2,
94) = 6.81, p = .002. Consistent with the across-ear results, the post hoc tests
(Bonferroni adjusted) further showed that H∗L was more accurately perceived
than LH∗ and LH for both the left ear (H∗L 71% > LH∗ 48%, p < .0001; H∗L
71% > LH 47%, p < .0001) and the right ear (H∗L 61% > LH∗ 52%, p = .02;
H∗L 61% > LH 48%, p = .003), whereas no difference between the LH∗ and LH



Applied Psycholinguistics 33:3 632
Wu et al.: Processing of Japanese pitch accent

Figure 3. The percentage of correct identification in the left ear and right ear for the high–
accent–low (H∗L), LH∗, and LH patterns across native groups. The arrow ( ) indicates statistical
significance at p < .05.

Syllable effect and native group. To further analyze the above-reported main
effect and interactions involving syllable, sets of one-factor ANOVAs were con-
ducted for each group using syllable as the within-subjects factor. The results
showed that the syllable effect existed only in the Japanese group, F (6, 90) = 7,
p < .0001, with aki (51%) being more poorly identified than the other syllables
(name: 56%; yuki: 59%; kaki: 59%; tama: 61%; hana: 62%; particularly take: 65%,
p < .001). More detailed analysis with the Japanese group revealed consistent
patterns across pitch accent patterns.

Distribution of ear preference

In addition to mean perceptual accuracy, data were also examined in terms of
frequency, that is, the number of listeners showing each of the three different
types of ear preference: left ear advantage (LEA), REA, or no ear advantage
(NEA). This was performed using Pearson’s chi-square (χ2) analysis. A three-
way contingency table was created in SPSS (SPSS Inc., Chicago, IL) with ear
preference as the column variable, pitch accent pattern as the row variable, and
native group as the layer variable.

The results indicated a significant association between pitch accent pattern and
the number of listeners showing LEA, REA, or NEA only for the English group,
χ2 (4) = 18.32, p = .001, but not the Japanese, χ2 (4) = 4.85, p = .303, or
Mandarin group, χ2 (4) = 3.18, p = .528. Thus, further analysis was performed to
examine only the English group’s distribution of ear preference in the processing
of individual pitch accent patterns. As illustrated in Figure 4, for the H∗L pattern,
more English listeners showed LEA (15) than those showing REA (1), χ2 (1) =
12.25, p < .0001. In contrast, for the LH∗ pattern, the REA listeners (12) out-
numbered the LEA listeners (4), χ2 (1) = 4, p = .046. No English listeners
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that the number of listeners for each hemispheric dominance pattern differed as
a function of pitch accent patterns. Specifically, more English listeners showed
right hemisphere dominance when processing the H∗L pattern, whereas more of
them showed left hemisphere dominance for the LH∗ pattern. In the following
discussion, these results are interpreted in relation to the proposed hypotheses
for the native and nonnative listeners in terms of how the acoustic properties
of the target prosody interacting with linguistic functions and experience affect
lateralization of Japanese pitch accent.

Native processing

Overall results. That the native Japanese listeners showed a lesser degree of lat-
eralization in processing overall pitch accent patterns differs from previous native
linguistic tone processing findings, which have shown a strong and consistent
left hemisphere dominance (e.g., Gandour et al., 2002; Wang et al., 2001). This
finding is consistent with Hayashi et al. (2001), claiming that the results of bilateral
processing for pitch accent was presumably due to its lighter linguistic functional
use compared to tone.

The results support the linguistic functional hypothesis (Gandour, Dzemidzic,
et al., 2003; Van Lancker, 1980), which predicts a lesser degree of left-hemisphere
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comparable frequency of use and they were all at the same level of contrastivity
(i.e., the pitch accent level), it is unlikely that linguistic function played a role in
these different processing patterns. On the other hand, previous findings on the
acoustic processing of pitch patterns may lend some support to account for the
different patterns. For example, Ivry and Lebby (1993) suggest that the left hemi-
sphere is biased for processing (relatively) higher frequency information, whereas
the right hemisphere is biased for processing lower frequency information. In
addition, Walsh (1996) showed that the perception of pitch accent could not be
accurately determined until the second syllable, indicating a prominent role of
the ending frequency. In the case of pitch accent patterns, H∗L ends with a lower
frequency, whereas LH∗ and LH end with a higher frequency. Thus, it is speculated
that when focusing on the second syllable, H∗L (ending with L) was more right
hemisphere-biased than LH∗ and LH (ending with H).

Moreover, the degree of stimulus perceptual confusion may have influenced the
lateralization of individual pitch accent patterns. The across-ears results showed
that LH∗ and LH were more poorly perceived than H∗L. As previously revealed,
due to their subtle acoustic distinctions in F0 maximum (Sugito, 1983; Vance,
1995), LH∗ and LH are difficult to distinguish and thus poorly perceived (Maniwa,
2002; Sugiyama, 2006). In terms of hemispheric processing, it has been found
from tone studies that poorly perceived tones tend to show a greater degree of
left hemisphere involvement (Wang et al., 2004). The current results consistently
revealed this pattern, with LH∗ and LH involving more left-hemisphere processing
than H∗L.

Although further research may be necessary to test these speculations, the
current results of different processing for individual pitch accent patterns suggest
that future studies should not just treat a linguistic property (such as pitch accent
or tone) as a single entity. Individual patterns within the same linguistic domain
may involve different processing patterns due to their acoustic differences (e.g.,
H∗L vs. LH∗ pitch accent patterns, or falling tone vs. rising tone).

Syllable effect. The perceptual accuracy rate across ears for each syllable indi-
cated that the syllable aki was more poorly identified than the other syllables by the
Japanese listeners. This may be because the familiarity ratings for the words with
the aki syllable were relatively lower than other words (Amano & Kondo, 1999;
Sekiguchi, 2006). Thus, the lower accuracy rate for the pitch accent processing
of the aki words might result from a lower level of familiarity with aki. That this
syllable effect was shown only in the Japanese group was conceivable, because
none of these words were meaningful for the nonnative listeners and were thus
devoid of any familiarity effect.

Nonnative processing

Overall results. The accuracy data revealed that both the Mandarin and English
listeners showed a less-lateralized pattern when processing Japanese pitch accent
across the three patterns, just as the native Japanese group did. These results are
consistent with the previous findings of nonnative tone processing in that nonnative
prosodic features are not processed as linguistically significant contrasts typically
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specialized in the left hemisphere (Gandour et al., 2002; Van Lancker & Fromkin,
1973; Wang et al., 2001, 2004).

The current results of similar native and nonnative patterns also suggest the
involvement of acoustic processing for native and nonnative listeners alike, with a
larger temporal domain resulting in a lesser degree of left hemisphere involvement
(Bever, 1975; Gandour, Dzemidzdic, et al., 2003; Poeppel, 2003). These common
patterns across the native and nonnative groups suggest that the perception of pitch
accent may involve more acoustic processing than linguistic processing. Previous
studies argued that in the processing of speech, listeners may integrate different
levels of acoustic and linguistic cues depending on cue availability and stimulus
properties (Zhang et al., 2010; Zhao et al., 2008). For example, although cortical
competition may occur as a function of the competition of information from
different linguistic (and nonlinguistic) domains (Zhao et al., 2008), cortical overlap
may reflect common processing of acoustic properties associated with different
linguistic dimensions (Zhang et al., 2010). In the current study, that the listeners
with different language backgrounds showed common patterns may indicate a
lesser degree of linguistic influence. Because of the low linguistic contrastivity
(functional load) for pitch accent, its processing was conceivably more associated
with the subtle acoustic properties, resulting in similar processing patterns for
native and nonnatives.

Group-specific patterns. Despite these common patterns across groups, group-
specific patterns were also evident. From the distribution of ear preference data,
ear effect for individual pitch accent patterns was only found for the English
group, with more right-hemisphere-biased listeners for the H∗L pattern, whereas
more left-hemisphere-biased ones for LH∗. These patterns were consistent with
the common patterns across groups from the perceptual accuracy results. That
more English listeners’ processing patterns were sensitive to pitch pattern differ-
ence indicates that the perception of Japanese pitch accent involved even greater
degree of acoustic rather than linguistic processing for the English listeners, com-
pared to the Japanese and Mandarin listeners. These different processing patterns
may be accounted for by the influence of the nonnative listeners’ prior prosodic
experience, as the degree of functional load of linguistic prosody in English was
lower than in Japanese or Mandarin (Van Lancker, 1980).

GENERAL DISCUSSION

The theoretical framework of this research addresses a long-deliberated issue in
speech processing, regarding the extent to which speech processing is influenced
by higher level linguistic-specific circuits, or reflecting lower level encoding of
physical properties (Gandour et al., 2004; Poeppel, 2003; Zatorre & Gandour,
2008). The current findings from the native and nonnative groups suggest com-
bined effects of linguistic representations and acoustic sensitivities on the process-
ing of linguistic prosody.

In terms of linguistic function, the results support the previous finding of
an experience-dependent processing of prosody, where prosody with a lower
functional load involves a lesser degree of left hemisphere dominance (Gandour,
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previous findings on nonnative tone and intonation processing, can shed light on
our understanding of the interaction of linguistic and acoustic aspects in hemi-
spheric processing of prosodic features. Moreover, different processing patterns of
individual pitch accent patterns imply that future studies of hemispheric processing
of a linguistic property should involve a more detailed examination of different
patterns of the property, for example, to separately analyze rising versus falling
tones for tone processing, or H∗L versus LH∗ for pitch accent patterns. Because
individual patterns of prosody may not be processed in the same way, the acoustic
processing involving individual linguistic patterns needs to be taken into account.
Furthermore, this research with naive nonnative listeners of pitch accent provides
a foundation for further studies on the role of linguistic experience on the process-
ing of pitch accent with learners of Japanese or bilinguals examining the extent to
which the processing patterns differ as a function of proficiency in Japanese.

Thus, to converge evidence in unraveling the neural processing of linguistic
prosody, future studies should take into account different acoustic and linguistic
domains, different levels of linguistic properties, as well as listeners with diversi-
fied language proficiency levels and backgrounds.
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NOTE
1. Note that “dominance” refers to a greater degree of involvement in one hemisphere

than the other one. It does not exclude involvement of the other hemisphere (cf. Wang
et al., 2004).
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