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been shown with Spanish perceivers who can correctly
perceive the nonnative /v/ due to the existence of /f/ in their
L1 (Hazan et al., 2006), possibly because voicing is not as
visually distinctive as other features such as place of
articulation. Indeed, previous studies indicate that the
difficulty in L2 visual speech perception may lie in the
places of articulation that are not used in the L1 (Hardison,
1999; Hazan et al., 2006; Werker et al., 1992). However,
while most research compares the visual perception of the
place of articulation of L2 consonant contrasts, those
contrasts (e.g., /b/ vs. /v/) are often spread across manners
of articulation (e.g., Hardison, 2005b; Hazan et al., 2006;
Sekiyama & Tohkura, 1993; Werker et al., 1992). Since
manner of articulation, as well as place of articulation, may
affect visual speech perception (Faulkner & Rosen, 1999;
Green & Kuhl, 1989), an extension for further research is
to control for these differences in order to further
characterize the relationships of L1 and L2 visual
categories and thus address L2 auditory–visual learning
patterns.
1.2. The current study

This study examines nonnative auditory–visual percep-
tion of English fricatives differing in three visually distinct
places of articulation: labiodental, interdental, and alveo-



English majors. They came to Canada after age 18 years
and had been there for a relatively short length of time
(1–4 years), but never resided in any other English speaking
environments prior to their arrival in Canada. They
reported using and being exposed to their native Korean
or Mandarin as their more dominant language since their
arrival. All three groups of participants reported having
normal or corrected vision and no known history of speech
and hearing impairments. They were compensated for their
participation.

2.2. Stimuli

Stimuli, exemplified in



vowel. Thus 12 AVi stimuli were included (2 AV-input
place [Alabiodental�Valveolar, Aalveolar�Vlabiodental]� 2 voi-
cing conditions� 3 vowels).

A total of 66 stimuli were used across stimulus
conditions (18 A, 18 V, 18 AVc, 12 AVi).

Audio and video recordings were made with an adult
male speaker of Canadian English sitting against a white
background in the recording studio in the Language and
Brain Lab at Simon Fraser University. While the speaker
produced six randomized repetitions of the 18 English
syllables (6 fricatives� 3 vowels) at a normal speaking rate,
recordings of the speaker’s face were made using a digital
camcorder (SONY DCR-HC30/40) positioned approxi-
mately 2 m away. In addition, separate audio recordings
were simultaneously made with a Shure KSM 109
condenser microphone via an audio interface (M-audio
MobilePre USB) to a PC at a 44.1 kHz sampling rate.
These high quality audio recordings were used to replace
the audio track from the camcorder recording.

A best example was selected from among the six
repetitions for each syllable such that the durational
difference among the 18 selected syllables was under
10%, the approximate just noticeable difference for
duration (Lehiste, 1970). For these selected syllables, the
audio-video recordings from the camcorder were aligned
with the corresponding high quality audio recordings by
synchronizing the two waveforms using SoundForge 8.0.
The audio track from the camcorder was then deleted.
The audio tracks were then normalized to attain the same
unweighted RMS value for the resulting stimuli. The video
tracks were edited to have a 1.2 s neutral face before and
after the stimulus; that is, before the frame where mouth
opening first occurred and after the frame where the mouth
was fully closed. All stimuli had a frame length of .06 s, and
a resolution of 640� 480 pixels.

The resulting AV materials were used as AVc stimuli.
They were also the basis for creating the A-only, V-only,
and AVi stimuli. The A-only and V-only stimuli were
created from the AVc stimuli by removing the video tracks
or muting the audio tracks, respectively. The AVi stimuli
were based on the same auditory and visual components as
those used in the AVc, A-only and V-only conditions.
To create the AVi stimuli, the audio and video components
were aligned from syllables differing only in place of
articulation (e.g., A[f]]�V[s]]). Starting with the AVc
stimulus which had the target video component (e.g., AVc
[s]]), the audio signal of the target audio component
(e.g., [f]]) was aligned with the onset of the fricative audio
signal from the AVc, and the original AVc audio
(e.g., audio [s]]) was removed, so that the resulting AVi
had the original AVc video component (e.g., [s]]) with a
new audio signal (e.g., [f]]).

To test the intelligibility of the audio signals and the
naturalness of the AV signals, the final AVc and AVi
stimuli were evaluated by two phonetically trained native
speakers of English. An identification task testing intellig-
ibility of the audio signals showed 95% correct responses
(errors were 1.5% labiodental, 2% interdental, .5%
alveolar, and 1% voicing and other errors) for the audio
signals in the AVc stimuli and 100% correct responses for
the audio signals in the AVi stimuli. These scores are
comparable (and exceed) those in previous AV studies of
auditory perception of English fricatives by native English
listeners (e.g., Jongman et al., 2003; Werker et al., 1992).
The naturalness of the AV stimuli was tested in a 5-point
goodness rating task (5 being the most natural) where the
same two evaluators judged whether the audio and video
signals were naturally synchronized, regardless of what
they heard or saw. AVc stimuli were rated 4.4 and the AVi
stimuli rated 4.6.

2.3. Procedure

A perception experiment was generated using E-prime
1.0 (Psychology Software Tools, integrating video clips
imported from Microsoft Powerpoint files) to present
stimuli and log participant responses. Participants were
tested in an identification task using the full set of stimuli
blocked by modality: A, V, AV (with AVi and AVc stimuli
in the same block). Two randomized repetitions of each
stimulus were included in each block. The presentation
order of the blocks was counter-balanced across partici-
pants. The test began with instructions for the task,
familiarization with the stimuli (e.g., matching the symbols
and the sounds they represent), and five practice trials for
each modality (A, V, AVc/AVi). The practice trials were
presented with the same speaker as used in the test, but no
feedback was provided to avoid any learning effect. The
test was followed by a debriefing session, which included a
post-test questionnaire. The full experiment, including a
short break after three test blocks, lasted about one hour
for a participant.

Stimuli were presented auditorily over loudspeakers,
visually on a computer monitor, or both. Participants were
tested individually, sitting approximately 1 m from a 20 in
LCD flat panel computer monitor and two loudspeakers
(Altec Lansing) positioned on each side of the monitor, so
that the audio and video sources were approximately the
same distance from the perceiver. Loudspeakers were used
instead of headsets to avoid any bias for the audio
component. The audio signal had a comfortable level of
approximately 70 dB which has previously been shown to
be an appropriate level for speech perception experiments
(Nábelek & Robinson, 1982; Takata & Nábelek, 1990).
For each trial, a visual fixation point was displayed in the
middle of the monitor for one second, followed by the
target stimulus.

Six response alternatives [f, v, y, j, s, z] were then shown
on the monitor, together with an ‘‘other’’ option to allow
participants to type in an alternative response. ‘‘Th’’ and
‘‘dh’’ were used to represent [y] and [j], respectively
(Jongman et al., 2003). The participants were given the
‘‘other’’ option since previous research has shown that
participants’ responses are not limited to the given type of





As shown in Fig. 1, significant group differences were
observed in the following conditions. For the labiodentals,
in the V condition, only the Korean perceivers showed
lower identification accuracy than did the English natives
[F(2,47) ¼ 5.1, po.010]. For the interdentals in the A
condition, the Mandarin perceivers exhibited a significantly
lower identification accuracy than the Korean perceivers,
who in turn had a significantly lower identification
accuracy than the native English perceivers [F(2,47) ¼
18.9, po.0001], and in the AVc condition, only the
Mandarin perceivers’ identification was lower than that
of the native English [F(2,47) ¼ 10.2, po.0001]. No other
conditions revealed significant group differences.

To summarize, (1) for the labiodentals, both the Korean



the following conditions: labiodental responses in the V
condition [F(4,45) ¼ 3.5, po.038], interdental responses in
the A [F(4,45) ¼ 11.4, po.0001], V [F(4,45) ¼ 3.9,
po.026], and AVc [F(4,45) ¼ 8.0, po.0001] conditions,
and alveolar responses in the A [F(4,45) ¼ 7.5, po.001],
V [F(4,45) ¼ 3.1, po.020], and AVc [F(4,45) ¼ 22.7,
po.0001] conditions.

Post hoc analyses show that, for the labiodentals in the V
condition, while all groups to some degree misperceived the
labiodentals as interdentals, the Koreans (for whom the
labiodentals were nonnative) gave a greater percentage of
alveolar responses (8%) than the Mandarin group (5%)
which in turn showed more alveolar responses than did the
English group (2%) (po.040), indicating that for the
nonnatives, particularly for the Koreans, the labiodentals
and alveolars were less visually distinguishable. The three
groups did not differ significantly in the A and AVc
conditions in terms of the confusion patterns, all more
likely misperceiving labiodentals as interdentals than as
alveolars (po.05 for all groups).

For the interdentals in the V condition, both the
Mandarin and Korean groups’ interdental misperception
was more biased towards the alveolars than labiodentals
(Mandarin: 30% versus 9%, po.001; Korean: 25% versus
5%, po.005), while the English natives misperceived the
interdentals as labiodentals or alveolars to a more similar
degree (16% versus 11%, p4.716). In both the A and AVc





grasping auditory cues for the labiodentals may have
preceded visual cues. Moreover, the confusion patterns for
visual perception show that, compared to native English



Mandarin perceivers in their L1). On the other hand, for
the Korean perceivers, the auditory perception of these
nonnative sounds is relatively good, which may lead to
their lack of use or less accurate use of the visual domain.
These findings suggest that the perception and acquisition
of L2 sounds in the auditory and visual domain may not
occur in parallel, and may even take place in a
complementary manner.

5. Concluding remarks and future directions

In sum, while L2 learners make use of both auditory and
visual information in perceiving nonnative speech sounds,
their perception is influenced by the interaction of the AV
speech categories in their L1 and L2. In future research, the
correlation of visual perceptual distance between L1 and
L2 visual categories, and the corresponding level of
difficulty in acquisition (e.g., the more dissimilar the L1
and L2 visual categories are, the easier the formation of an
L2 category) need to be more extensively studied and even
quantified, as also suggested by the auditory speech
learning research (e.g., Flege, 2007; Strange, 1999; Strange,
Yamada, Kubo, Trent, & Nishi, 2001). Furthermore, the
current study indicates that L2 auditory and visual speech
cues may not be acquired simultaneously; rather, AV
learning may even occur in a complementary manner.
Subsequent research and theories should take into account
visual and auditory relationships of L2 speech sounds with
corresponding L1 sounds.

Additionally, as the current study focuses on the effect of
L1, it has left unaddressed a number of factors that may
also affect the perception of L2 speech contrasts, such as
L2 phonetic context and variability (Hardison, 2005b),
length of residence (LOR) in an L2 country and L2 input
(Flege, 2007), attention (Guion & Pederson, 2007), etc. One
factor worth noting is phonetic context. For example,
previous research has shown that vowel context influences
the neighboring sounds not only for native AV perception
(e.g., Benguerel & Pichora-Fuller, 1982; Daniloff & Moll,
1968) but also for nonnative perception (e.g., Hardison,
2005b). Since the vowels used in the current study exist in
the native phonetic inventories of all three native groups,
no interaction of L1 group and vowel context was
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