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perception (Kim & Davis, 2014; Perkell, Zandipour, Matthies, & Lane, 2002; Traun-
müller & Öhrström, 2007). In contrast, studies on the role of visual facial cues to
the perception of prosody, including lexical tone in Chinese, did not appear until the
early 2000s, and the findings have been inconclusive.

Many languages, including most Chinese languages (e.g., Cantonese, Mandarin)
employ tones to convey lexical meaning, similar to the linguistic function of
segmental phonemes. However, unlike phonemes, lexical tones are acoustically
manifested primarily as changes in fundamental frequency (F0, perceived as pitch)
as well as duration and amplitude, which are triggered by glottal and sub-glottal
activities independent of vocal tract configurations (Fromkin, 1978; Howie, 1976;
Lehiste, 1970; Yip, 2002). As such, although facial and even manual gestural move-
ments have been shown to facilitate tone perception (e.g., Burnham et al., 2006; Chen
& Massaro, 2008; Morrett & Chang, 2015), it is unclear whether such movements
are linguistically meaningful cues to signal tonal category distinctions or general
“attention-grabbing” cues.

To address these issues, this chapter provides a survey of how visual cues in
Chinese tone production coordinate with acoustic tonal features and integrate with
auditory cues in tone perception. In particular, the survey summarizes research find-
ings on (1) visual facial cues (head/jaw, eyebrow, and lip movements) identified
as relevant for tone production, (2) the perceptual correlates of visual facial cues
in native and non-native audio-visual tone perception, and (3) the role of visual
hand gestures in audio-gestural tone perception. Bringing these findings together,
the chapter concludes with a discussion of the extent to which cross-modal integra-
tion of sensory-motor information in tone production and perception reflects specific
linguistically motivated cues to tonal distinctions or more generic attentional cues.

9.2 Identifying Facial Cues in Tone Production

There is evidence that movements of the head, jaw, neck, eyebrows, as well as
lips are associated with specific tonal or general prosodic production (Attina et al.,
2010; Burnham, Ciocca, & Stokes, 2001a; Chen & Massaro, 2008; Kim, Cvejic,
& Davis, 2014; Swerts & Krahmer, 2010; Munhall, Jones, Callan, Kuratate, &
Vatikiotis-Bateson, 2004; Yehia, Kuratate, & Vatikiotis-Bateson, 2002). Some of
these movements (e.g., neck, chin) are believed to be physiologically motivated, due
to movements of the laryngeal muscles that control the vocal folds when pitch is
varied (Burnham et al., 2015; Yehia et al., 2002). Attempts have also been made
to relate certain facial movements (e.g., head, eyebrow, lip) in terms of spatial and
temporal changes in distance, direction, speed, and timing to acoustic features of
tonal changes in height, contour, and duration (Attina et al., 2010; Garg, Hamarneh,
Jongman, Sereno, & Wang, 2019).
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9.2.1 Head and Jaw

Research has demonstrated that head movements reflect acoustic correlates in terms
of F0 changes. First, the magnitude of head motion appears to be aligned with the
amount of F0 variation. For instance, based on computer-vision analysis, Garg et al.
(2019) found that Mandarin high-level tone (Tone 1), compared to the other tones,
involves minimal head movements and low movement velocity, indicating the “level”
(i.e., minimal F0 variation) nature of Tone 1. Likewise, Burnham et al. (2006) showed
that head movements (e.g., nodding, tilting, rotation toward the back), as computed
from the principal component analysis on kinematic sensor data, were correlated with
F0 changes in Cantonese tones. These results are consistent with previous studies
on prosody, that head movements are larger (and occur more frequently) in prosodic
constituents with a larger amount of variance in F0 (Munhall et al., 2004; Yehia
et al., 2002), for example, in sentences with strong focus (Kim et al., 2014; Swerts &
Krahmer, 2010), in stressed syllables (Scarborough, Keating, Mattys, Cho, & Alwan,
2009), and in interrogative intonation (Srinivasan & Massaro, 2003).

Furthermore, it has been shown that vertical head and jaw movements are compat-
ible with tone contour direction. Garg et al. (2019) demonstrated that upward and
downward head movements follow the rising, dipping, and falling tone trajectories
for Mandarin mid-high-rising tone (Tone 2), low-dipping tone (Tone 3), and high-
falling tone (Tone 4), respectively. Moreover, the time taken for the movements to
reach the maximum displacement is also aligned with these trajectories. Similarly,
kinematic data show back and forth head movements to be correlated with F0 modu-
lation of contour tones in general (Tones 2–4 in Mandarin, Attina et al., 2010), and
a lowered jaw position correlated with the production of a low tone (Tone 3) in low
vowel contexts (Shaw, Chen, Proctor, Derrick, & Dakhoul, 2014).

These patterns suggest a positive correlation between head/jaw movements and
changes in F0 in the production of tonal variations. It has been speculated that head
and jaw lowering or raising can be triggered by a reduction or increase in the tension
of the vocal folds (movements of the cricothyroid muscle and ligaments) associated
with low- or high-pitched tones, respectively (Moisik, Lin, & Eslin, 2014; Smith
& Burnham, 2012; Yehia et al., 2002). However, additional quantitative data are
needed to further identify the articulatory and physiological relevance of head/jaw
movements in characterizing individual tonal categories and how they are associated
with F0 variations.

9.2.2 Eyebrows

Eyebrow movements are also found to be associated with prosodic articulation (Kim
& Davis, 2014; Swerts & Krahmer, 2010; Munhall et al., 2004; Yehia et al., 2002),
although little research has focused on tone. Garg et al. (2019) showed that, similar to
head movements, the spatial and temporal changes in eyebrow motion also follow the
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trajectories of tone height and contour in Mandarin. Specifically, the magnitude of
eyebrow displacement, as well as its movement velocity, is smaller for the level tone
(Tone 1) as compared to the contour tones. For the contour tones (Tones 2, 3, and 4),
eyebrow movements are aligned with the direction and timing of the rising, dipping,
and falling trajectories of these tones. It should be noted that these measurements
of eyebrow movements have been corrected for head motion; thus, the observed
eyebrow movement patterns in tone production are not a byproduct of but rather are
independent of head movements.

Despite the lack of research on tone, research examining prosodic and non-speech
pitch contrasts lends some support to the patterns observed in Garg et al. (2019). Data
from kinematic measures reveal larger vertical eyebrow displacement and higher peak
velocity of eyebrow movements for focused (Kim et al., 2014), accented (Flecha-
Garcia, 2010; Swerts & Krahmer, 2010), and stressed (Scarborough et al., 2009)
words in a sentence. These results indicate that eyebrow movements may be coordi-
nated with F0 for prosodic contrasts, although in these studies the specific connection
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to the rising contour. In addition, for the high-falling tone (Tone 4) in Mandarin,
temporal and spatial events coordinate to signal downward movement (Garg et al.,
2019). Specifically, relative to the other tones, Tone 4 exhibited the longest time for
the velocity of lip closing to reach maximum value and was also accompanied by
the longest time for the head and the eyebrows to reach maximum lowering, which
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for tone carried on monophthongs, but not diphthongs; for tones spoken in a carrier
phrase, but not in isolation form; and for contour tones, but not level tones. Thus,
under certain circumstances, visual information did play a role. While perceivers’
tone identification was not very accurate, it was significantly better than chance,
indicating that there is helpful visual information in tone articulation.

Mixdorff, Hu, and Burnham (2005
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Walden, & Seitz, 1998; Schorr, Fox, Wassenhove, & Knudsen, 2005). Research
suggests that hearing-impaired perceivers may show a greater reliance on visual
information than normal-hearing perceivers (Desai, Stickney, & Zeng, 2008; Rouger,
Lagleyre, Fraysse, Deneve, Deguine, & Barone, 2007). However, it remains to be
seen if this holds true for the perception of tone as well.

Smith and Burnham (2012) took a first step toward addressing this question by
using simulated cochlear implant audio. That is, the audio signal was processed in a
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for Tones 2 and 3 before training; after training, performance on Tone 1 was above
chance as well. In their discrimination task with all possible pairings of the Mandarin
tones, Smith and Burnham (2012) found that level-contour contrasts (Tone 1-Tone
3 was most discriminable) were better discriminated than contour–contour contrasts
(Tone 2-Tone 3 was least discriminable) and that the discrimination rankings were
the same for the AV and AO conditions, when stimuli were presented without noise.
In CI speech where F0 is not available, pairings involving T3 were better discrimi-
nated, and this advantage was more pronounced in the AV condition. In the VO mode,
Tone 2–Tone 3 was most easily discriminated while pairings involving Tone 4 were
poorly discriminated. Finally, Burnham et al. (2015) reported for Cantonese that the
dynamic Rising-Falling contrast was most discriminable in the VO mode and that
static-dynamic pairs were better discriminated when they included the rising tone
rather than the falling tone. Visual augmentation in noise was also greatest for the
Rising-Falling contrast. Taken together, greater visual benefits are found for more
dynamic tones or tone pairs that are more contrastive in contour shape. These results
are consistent with findings in production that head movements are greater for tones
with a larger amount of variance in F0 (Garg et al., 2019; Munhall et al., 2004; Yehia
et al., 2002).

9.3.2 Non-native Perceivers

Burnham, Lau, Tam, and Schoknecht (2001b
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about the perception of clearly produced tones, particularly about whether hyperartic-
ulated visual cues can enhance perception in a linguistically challenging non-native
setting. In one of the few studies, Han et al. (2019) did not find an overall significant
difference between the perception of clearly and casually produced Mandarin tones
by Dutch perceivers. Inspection of the four speakers used in this study revealed that
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bilingual, is a strong predictor of learning unfamiliar tones. 8-year-old monolingual
children improved with AV training but not with AO training, whereas 8-year-old
bilingual children improved with AO training and to a lesser extent with AV training.
These findings provide longitudinal data supporting linguistically motivated AV tone
perception in that visual tone perception can be improved as a function of linguistic
experience.
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Mandarin results showed exclusive reliance on auditory information in the congruent
condition; whereas in the incongruent conditions, identification was partially based
on gestures, demonstrating the use of gestures as valid cues in Mandarin tone identifi-
cation. The English perceivers’ performance improved significantly in the congruent
auditory-gesture condition compared to the condition without gestural information.
Moreover, they relied more on gestural than auditory information in the incon-
gruent condition. These results reveal positive effects of gestural input (tracing tone
contours) on both native and non-native tone perception, indicating that cross-modal
(visual-spatial) resources can be recruited to aid linguistic perception. These patterns
are consistent with the finding that visual presentation of schematic representations
of the pitch contours enhances auditory tone perception (Liu et al., 2011, also see
Ingvalson & Wong, Chap. 2 of this volume).

The fact that perceivers can establish a cross-modal link reflects a linguistically
meaningful association between auditory and visual-spatial events in tone perception.
Moreover, the different audio-gestural weighting patterns exhibited in native versus
non-native perception further reveal the contribution of language-specific factors in
multi-modal tone perception.

9.5 Concluding Remarks

In tone production, although head and eyebrow motion may be attention-drawing
overall, the results of aligned head, eyebrow, and lip movements with specific spatial
and temporal pitch movement trajectories of different tones suggest linguistically
meaningful associations of these visual cues to tone articulation. Consistently, the
degree of visual benefits in tone perception corresponds to the extent of contour
movement dynamicity and shape contrastivity of individual tones. Moreover, these
benefits can be particularly augmented in non-native perception, when the tonal
signal is enhanced in clear speech and with the additional aid of hand gestures, and as
perceivers gain additional experience in tone learning. These data suggest language-
specific mechanisms and the influence of language experience in cross-modal tone
production and perception, above and beyond a general language-universal system.
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