Audio-visual identification of place of articulation and voicing
in white and babble noise®
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Since optimal hearing conditions greatly favor the auditory
cues in AVSP, visual and AV-fusion responses are more likely
to occur in noisy environments (e.g., Dodd, 1977; Easton and
Basala, 1982; Ross et al., 2007). However, whereas an in-
crease in auditory noise results in a proportional shift toward
visual responses, the relationship between noise level and
AV-fusions is not linear (e.g., Ross et al., 2007; Sommers
et al., 2005). Previous research (e.g., Dodd, 1977; Easton
and Basala, 1982; Fixmer and Hawkins, 1998) demonstrates
that moderate white noise facilitates AV-fusion responses,
whereas extremely positive or negative SNRs favor the au-
ditory or visual modality, respectively (Ross et al., 2007).

Most studies on AVSP in noise referred to above used
white noise. White noise has a flat power spectral density,
meaning equal intensity levels across frequencies in a given
band, while babble noise is a fluctuating signal with a low-
frequency dominated spectral shape. Thus, given the same
energy, white noise covers a wider range of frequencies than
babble noise at any given time. The masking effect of noise
is partly determined by the frequency overlap between a tar-
get stimulus and noise, and the size and frequency of unin-
terrupted speech intervals influence the intelligibility of the
target signal in noise (i.e., glimpsing effect) (Cooke, 2006;
Miller and Lickider, 1950).

To what extent noise influences the different modalities’
contribution to AVSP depends on the characteristics of the
speech signal (e.g., Binnie et al., 1974). When perceiving
speech, phonetic attributes such as POA and voicing have
different susceptibilities to noise. Miller and Nicely (1955)
showed that for auditory signals, POA identification is far
more susceptible to noise than voicing identification.
Whereas the identification of POA suffers at 6 dB SNR,
voicing identification is robust at —12 dB SNR. These find-
ings are supported by Jiang et al. (2006), who found that
voicing identification was above chance level to a SNR of
-15 dB. For stop consonants the acoustical cues important
for POA and voicing identification differ. For POA identifi-
cation the formant transition is deemed the most important
cue (Blumstein et al., 1982; Delattre et al., 1955; Stevens
and Blumstein, 1978), whereas for identification of voicing,
the voice onset time (VOT) is considered the most important
cue (Eimas and Corbit, 1973). In distinguishing consonants,
the formant transition involves subtle acoustic variations
within a wide range of frequencies, whereas VOT is associ-
ated with temporal variations in the time interval between
consonant release and voice onset. An acoustically distinct
event defines the end of VOT; that is, the speech signal shifts
from a relatively flat intensity distribution across frequencies
(aspiration) to a more fluctuating intensity distribution across
frequencies (voice onset). This acoustic event is more tem-
porally distinct than the subtle acoustic variations distin-
guishing different formant transitions and may contribute to
voicing identification being less susceptible to noise than
POA. POA’s lack of auditory robustness is greatly compen-
sated for by salient visual cues; that is, seeing the face of the
speaker greatly aids perceivers in identifying POA in noise
(e.g., Binnie et al., 1974). This visual benefit is not found for
voicing identification (e.g., Behne et al., 2006; Binnie et al.,
1974). Behne et al. (2006) found that responses to incongru-

ent AV syllables that varied in terms of voicing always
matched the auditory component, independent of which
component of the stimulus was voiced and independent of
the presence of noise. The lack of visual access to the activ-
ity in the vocal folds may explain the poor visual contribu-
tion to voicing identification.

The current study employs the McGurk paradigm
(McGurk and MacDonald, 1976) to explore whether white
and babble noise influence the use of the auditory and visual
modality differently, and whether these noise type differ-
ences depend on which phonetic attribute is being assessed.



As shown in Table I, congruent stimuli refer to stimuli in
which the audio and visual components correspond and in-
congruent stimuli refer to stimuli in which the audio and
visual components differ. For incongruent POA stimuli, the
audio and visual components differ in POA, whereas for in-
congruent voicing stimuli the audio and visual components
differ in voicing. Both POA and voicing stimuli included
alternative stimulus structures: the POA stimulus structure
was either AppiaVvelar OF AvelarViabial» @Nd the voicing stimulus
structure was either Avoicedvvoiceless or Avoicelessvvoiced-

A POA stimulus was either voiced or voiceless, whereas
a voicing stimulus was either labial, alveolar, or velar. There-
fore, the POA stimuli revealed participants’ AV perception of
POA, as well as the effect of consonant voicing on this POA
perception. The voicing stimuli revealed participants’ AV
perception of voicing, as well as the effect of consonant POA
on this voicing perception.

Four noise backgrounds were added to the congruent
and incongruent AV stimuli: two intensity levels of white and
babble noise. This resulted in four noise conditions in addi-
tion to the quiet condition.

1. AV recordings

The current study used AV recordings that were made
for a previous study (see Behne et al., 2006; Behne et al.,
2007). The AV recordings of a male speaker were made in
the Speech Laboratory at the Department of Psychology,
NTNU. The speaker had an urban Eastern-Norwegian dialect
that is familiar to most Norwegians. The speaker was clean
shaven and any artificial distractors, such as glasses and jew-
elry, were removed prior to video recording.

The speaker was instructed to keep a relatively flat into-
nation, avoiding a decline or incline at the end of a syllable.
He was also told to keep facial gestures, such as eye blinks,
to a minimum.

The speaker was seated inside a sound-insulated room



could be discerned in the babble segment. The white Gauss-
ian noise used in the experiment was generated using the
“Create sound” function in PRAAT (Boersma and Weenink,
2006). The babble and the white noise segments were cut to
a length of 1960 ms, equaling the length of the video clips.

Two SNRs were used in the experiment. SNR was cal-
culated by subtracting the mean noise intensity level from
the mean speech signal intensity level. Different phonetic
attributes, in this respect POA and voicing, are associated
with different vulnerabilities to noise. A prior study by Behne
et al. (2006) showed that for AV stimuli differing in POA,
babble noise at a SNR of 0 dB led to an increase in the use
of the visual modality, whereas no such shift was evident for
AV stimuli that vary in voicing at this noise level. These
results are supported by a firm body of research (e.g., Jiang
et al., 2006; Miller and Nicely, 1955). To further assess the
AV benefit for voicing identification, a noise level at which
visual responses to voicing stimuli occur had to be estab-
lished. Miller and Nicely (1955)



FIG. 2. Mean percent correct responses in the AO and AV congruent conditions in quiet and in babble noise at 0 and —12 dB SNRs. Mean percent auditory
responses for all AV-incongruent stimuli in quiet and in babble noise at 0 and —12 dB SNR are also included. The AV- congruent and AV- incongruent
responses were collected in the current study, whereas the AO responses were collected in a parallel study.

ceived ambiguity due to incongruent AV signals or noise, the
participants were told that no wrong answers existed. The
participants were frequently reminded to look at the talker’s
face throughout the entire duration of every clip to ensure
that the participants received both auditory and visual input.

The experiment took approximately 1 h with a 10 min
break included halfway.

lll. RESULTS

A. Comparisons with audio-only and AV congruent
stimuli

Audio-only (AO) and AV-congruent results were in-
cluded in order to (1) establish whether the syllables used
were good tokens of their respective categories, (2) address
whether the babble noise unique in this study affects syllable
perception in the absence of visual influence, and (3) assess
whether responses to the AV-incongruent stimuli were likely
to be based on chance.

Results from the AO condition were taken from a paral-
lel study using the same stimuli as those in the current study.
The two participant groups were recruited from the same
university population, were comparable in age (current
study: M=24, SD=3; parallel study: M=23, SD=4), and
were equally balanced for gender. The two participant groups
also had almost identical response patterns in the AV-
incongruent conditions (e.g., mean percents A-match for
POA stimuli were 44.4% and 45% [F(1,43)=0.036, p
>0.85]).

Figure 2 shows percent correct responses from the AO
and AV-congruent conditions collapsed for all syllables. AO
results show that the auditory stimuli are good tokens of their
respective categories, with participants getting nearly all re-
sponses correct in quiet and in babble noise of 0 dB SNR.
The sharp drop off in correct responses at =12 dB SNR in
the AO condition is greatly compensated for by relevant vi-
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sual information in the AV-congruent condition. This indi-
cates that the visual components are also good tokens of their
respective categories.

Results from the AO condition further indicate that the
auditory perception of syllables is robust in babble noise.
Even at SNR of —12 dB participants responded well above
chance, with 52% correct.

The AV-incongruent stimuli did not allow for correct or
incorrect responses; the response options either matched the
visual component, the audio component, or were intermedi-
ate to the two. In the AO and AV-congruent conditions, par-
ticipants had a 17% (100% divided by six response alterna-
tives) possibility of giving a correct response by chance. The
high correct response percentage obtained for the AO and
AV-congruent stimuli renders it unlikely that observed differ-
ences for the incongruent stimuli are due to chance re-
sponses.

Figure 2 also includes the overall percentage of auditory
responses for all Av-incongruent stimuli in the current study.
The pattern of responses shows that reliance on auditory cues
is negatively influenced by incongruent visual cues. Com-
pared to the AO condition, the introduction of incongruent
visual information resulted in a decrease in the overall reli-
ance on the auditory input by 5.5% in quiet and 10.7% in
babble noise in the 0 dB SNR. In babble noise in the =12 dB
SNR, the AV- incongruent and AO stimuli both received 52%
audio responses, although the AV-incongruent mean had a
larger variance (SD=41) than AO (SD=29). The strength
and variation of this visual influence are considered in detail
in the analyses of the AV-incongruent stimuli, where it is
used as a means of assessing the relative influence of white
and babble noise on AV perception of POA and voicing.

B. AV incongruent stimuli

The incongruent stimuli consisted of POA and voicing
stimuli and are used to assess shifts in the contribution of
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modalities in noise. For POA stimuli, responses were coded
based on whether they matched the stimuli’s audio compo-
nent (A-match), visual component (V-match), or were inter-
mediate to the audio and visual component (AV-fusion). For
voicing stimuli, responses were coded based on whether they
matched the stimuli’s audio component (A-match) or video
component (V-match). Match for a POA stimulus implied
correspondence between response and stimulus in terms of
POA, whereas match for a voicing stimulus implied corre-
spondence between response and stimulus in terms of voic-
ing; thus a “perfect” match (i.e., response matching stimulus
for both POA and voicing) was not required for either POA
or voicing stimuli.

1. Quiet condition

For the incongruent POA and voicing stimuli, the re-
sponse patterns in the quiet conditions constitute baseline AV
perception, and are considered points of reference for the
effects of noise.

The results of the quiet condition for the incongruent
POA stimuli are illustrated in Fig. 3. In quiet 84% of the
responses matched the auditory component compared to an
overall of 45% in babble, and 23% in white noise. Paired
t-tests with Bonferroni corrected p-values revealed that par-
ticipants gave significantly more A-match responses in quiet
than in babble noise of 0 dB SNR (p<<0.004), babble noise
of —12 dB SNR (p<0.004), white noise of 0 dB SNR (p
<0.004), and in white noise of =12 dB SNR (p</0.004). No
significant differences between voiced and voiceless stimuli
were obtained in the quiet condition.

For incongruent voicing stimuli presented in quiet,
100% of the responses match the audio component, a result
identical to that obtained for white and babble noise at 0 dB
SNR.

2. POA stimuli

Data for POA stimuli (Table 1) were analyzed with three
repeated measures analyses of variance (ANOVAs) where
noise type (white and babble), noise level (0 and -12 dB
SNRs), voicing (voiced and voiceless), and POA stimulus
structures  (AjapialVvelar



nificantly fewer A-match responses than babble noise for
voiced (p<<0.024) and voiceless stimuli (p<<0.012) in the
0 dB SNR, and voiced stimuli in the -12dB SNR (p
<0.012), but not for voiceless stimuli in the =12 dB SNR.

The responses matched the visual component to a sig-
nificantly greater extent in white noise (M=66%, SE=4.27)
than babble noise (M=40%, SE=3.55). Post hoc analyses
revealed no significant noise type effect for voiced stimuli in
the 0 dB SNR, but white noise resulted in significantly more
V-match responses than babble noise for voiceless stimuli in
the 0 dB SNR (p<0.012) and for voiced stimuli in the
-12 dB SNR (p<0.012).

(b) Noise level. Consistent with previous findings (e.qg.,
Erber, 1969; MacLeod and Summerfield, 1987; Ross et al.,
2007), noise level greatly influenced the way participants
utilized audio and visual cues. The increase in noise level
from 0 to —12 dB SNR resulted in participant responses cor-
responding more with the visual component and less with the
audio component, and this pattern was evident for all types
of noise and voicing.

As illustrated in Fig. 3, responses match the audio com-
ponent to a significantly greater extent in the 0 dB SNR
(M=52%, SE=3.66), than in the —-12 dB SNR (M=15%,
SE=1.64). Post hoc analyses revealed that the 0 dB SNR
resulted in more A-match responses than the —12 dB SNR
for voiced (p<0.012) and voiceless stimuli in white noise
(p<0.012), and for voiced (p<0.012) and voiceless stimuli
in babble noise (p<<0.012). The noise level effect on
V-match was opposite that of A-match.

(c) Consonant voicing. As can be seen from Fig. 3, con-
sonant voicing clearly influenced perception of the AV syl-
lables. Surprisingly, voiced consonants resulted in more
A-match responses (M=45%, SE=2.8) than did voiceless
consonants (M=23%, SE=2.65). This result contrasts with
previous findings (e.g., Behne et al., 2006; McGurk and
MacDonald, 1976). The most remarkable observation in this
respect is the size of the difference in mean A-match re-
sponses between voiced and voiceless consonants, and the
voicing effect’s consistency across conditions. Voiced stimuli
resulted in significantly more A-match responses than voice-
less stimuli in white noise in the 0 dB SNR (p<0.012), in
babble noise in the 0 dB SNR (p<0.024), and in babble

noise in the =12 dB SNR (p<0.012), but not in white noise
in the —12 dB SNR.

Responses match the visual component to a lesser extent
for voiced consonants (M=36%, SE=3.76) than for voice-
less consonants (M =69%, SE=4.05). Voiced stimuli resulted
in fewer VV-match responses than voiceless stimuli in white
noise in the 0 dB SNR (p<0.012), in white noise in the
-12 dB SNR (p<0.036), and in babble noise in the =12 dB
SNR (p<0.012).

AV-fusion data replicate previous findings (e.g., Green
and Kuhl, 1991; McGurk and MacDonald, 1976) demon-
strating fewer AV-fusion responses for voiceless consonants
(M=9%, SE=2.47) than for voiced consonants (M=19%,
SE=3.42). However, the effect of consonant voicing shows
that the degree of AV-fusion is dependent on noise type; that
is, only white noise led to a significant voicing effect. Post
hoc analyses showed reliably more AV-fusion responses for
voiced consonants than voiceless consonants in white noise
in the 0 dB SNR (p<0.012).

(d) Summary of POA stimuli results. In general partici-
pants gave fewer A-match and more V-match responses in
white noise than in babble noise. The 0 dB SNR resulted in
more A-match responses and fewer V-match responses com-
pared to the =12 dB SNR. Considering consonant voicing,
more A-match and AV-fusion responses and fewer V-match
responses were given for voiced than for voiceless conso-
nants.

3. Voicing stimuli

Data for voicing stimuli (Table 1) were analyzed with
two repeated measures ANOVAs where noise type (white
and babble), noise level (0 and =12 dB SNRs), POA (labial,
alveolar, and velar), and voicing stimulus structure
(Avoicedvvoiceless:Avoicelessvvoiced) were independent variables
and A-match and V-match were dependent variables. The
results of these analyses are reported in Table I11. Results for
voicing stimulus structure are not discussed in the current
article. Note that only two response categories (i.e., A-match
and V-match) were available for voicing stimuli and any re-
sponse had to fall into one of the two. Thus, when the per-
centage A-match is found, the percentage V-match is already
known. A significant effect for A-match therefore implies a
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