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We propose a simple model for the control of DNA replication in which the rate of initiation of

replication origins is controlled by protein-DNA interactions. Analyzing recent data from Xenopus frog

embryos, we find that the initiation rate is reaction limited until nearly the end of replication, when it

becomes diffusion limited. Initiation of origins is suppressed when the diffusion-limited search time

dominates. To fit the experimental data, we find that the interaction between DNA and the rate-limiting

protein must be subdiffusive.
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DNA replication occurs at every cell cycle and its relia-
bility is crucial for the survival of daughter cells. Although
the process has been studied for decades [1,2], the recent
development of molecular-combing techniques has signifi-
cantly increased the available data on replication kinetics
of individual cells [3,4]. Such experiments have given
accurate statistics characterizing the size distribution and
growth speed of the replication bubbles as a function of
time. One of the best-studied cases is that of Xenopus
laevis frog embryos, where replication is initiated stochas-
tically at multiple locations (origins) along the genome.
These origins are distributed nearly at random along the
chromosomes and initiate at different times during the
synthesis (S) phase of the cell cycle [5–7]. Averaged over
the genome, the origins are triggered at a rate IðtÞ (number
of initiations per unreplicated length per time) that in-
creases throughout most of S phase, before decreasing to
zero at the end [8,9].

In previous work, our group introduced a formalism—
inspired by the Kolmogorov-Johnson-Mehl-Avrami
(KJMA) theory of phase-transition kinetics [10]—that,
given IðtÞ, can predict experimental quantities such as the
average size of the replicated and nonreplicated domains,
the domain densities, and replication fraction [11]. We also
showed how to ‘‘invert’’ measured domain-size statistics
into an estimate for IðtÞ [11].

While a generally increasing IðtÞ helps limit the varia-
bility of S-phase completion times [12], the biological
mechanisms that control the observ0o7WM73 0.9(me.)-t most of
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is the number of origins expected to fire in 4. The one-
dimensional result derived in Eq. (1) can be used to esti-
mate the fraction fðtÞ of replicated DNA (for long mole-
cules) as a function of time:

fðtÞ ¼ 1� SðtÞ ¼ 1� e�2vhðtÞ; (2)

where v is now the average replication-fork velocity and
IðtÞ the replication-initiation rate per time per base pair.
Here, we seek to understand the observed form of IðtÞ.

Diffusion-based search.—DNA replication can be di-
vided into two distinct processes: the initiation (‘‘firing’’)
of replication origins and the propagation of replication
forks away from the fired origins. Here, we model the
control of replication-initiation throughout S phase using
a population of proteins (‘‘searchers’’). We suppose that
the proteins seek ‘‘potential origins,’’ protein complexes
previously bound to DNA (‘‘licensed’’) during G1 phase.
For Xenopus embryos, potential origins are assembled in
excess prior to S phase [7] and may fire at some point
during S phase, generating two replication forks. Alterna-
tively, they may be passively replicated by a replication
fork from another origin [13]. In our model, the initiation
rate is set by the time to find and then activate potential



which corresponds to the time for one searcher to find one
potential origin. We can also allow for a time tr for an
origin to initiate (or activate) after a search particle has
found the target site. The average time between two suc-
cessive initiations from the same searcher is then ðts þ trÞ.
If tr is constant throughout time, the initiation function
(initiations/time/length-of-unreplicated-DNA) for Ns

searchers is

IðtÞ ¼ NsðtÞ
L½1� fðtÞ�½tsðtÞ þ tr� ¼

NsðtÞe2vhðtÞ
L½tsðtÞ þ tr� ; (6)

where, again, Eq. (2) was used to replace fðtÞ. Note that,
following Ref. [9], we allow for nuclear import of search-
ers by letting Ns ¼ NsðtÞ. (Replication factors accumulate
in the nucleus during S phase [26].) If we now assume a
constant rate �s of nuclear import of searchers, NsðtÞ ¼ �st
[9], we can combine Eqs. (5) and (6) to define a dimen-
sionless initiation function

IðtÞ
v=L2

¼
L
v �ste

2vhðtÞ

ð‘o� Þ1=�½2e2vhðtÞ � 1�1=��þ tr

¼ I0te
2vhðtÞ

T 0½2e2vhðtÞ � 1�1=� þ 1
¼ IðtÞ

T ðtÞ þ 1
; (7)

where we used the measured genome size L and fork
velocity v to scaled IðtÞ. Equation (7) depends on three

free parameters: �, I0 ¼ �sL=vtr, and T 0 ¼ ð‘0=�Þ1=� �
ð�=trÞ. The scaled time T ðtÞ is the ratio of the reaction
rate to the search rate, tsðtÞ=tr, while IðtÞ represents the
scaled initiation rate in the reaction-limited regime [i.e.,
T ðtÞ � 1]. Since IðtÞ ¼ d2hðtÞ=dt2, Eq. (7) can be inte-

grated to find hðtÞ, with initial conditions hð0Þ ¼ _hð0Þ ¼ 0.
Two comments about Eq. (7): First, we assume no lag

between successful origin triggering and the beginning of
the next search by a protein. Including a lag is straightfor-
ward, but the precision of present experimental data does
not justify another free parameter. Second, for t ! 1,
IðtÞ � exp½2vhðtÞð1� 1=�Þ�. Since I � 0, it follows that
h > 0 and thus I ! 0 at long times if �< 1. In other
words, subdiffusion can explain the observation that I !
0 at long times. (m_j
/f
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this transition is caused by the crossover from the reaction-
to diffusion-limited regime. Ignoring diffusion, the initia-
tion rate would have the form shown by the dashed line in
Fig. 1(b).

We demonstrated that the subdiffusive motion of pro-
teins in the cell nucleus naturally accounts for the observed
decrease of IðtÞ at the end of S phase. Such subdiffusive
protein-DNA interactions agree with recent observations of
diffusion in the cell. It is not clear, for DNA replication,
whether the diffusion of proteins or the DNA itself domi-
nates the search process, and proponents may be found for
both views [33]. But subdiffusion is expected in both cases:
If protein diffusion dominates, the crowded molecular
environment of the cell interior leads to trapping by
nonspecific-binding sites, which results in subdiffusion
[20–23]. If DNA diffusion dominates, the dynamics of
monomers within the DNA chain shows anomalous diffu-
sion. In particular, single-stranded DNA shows Rouse dy-
namics (with � � 1=2), while double-stranded DNA
shows Zimm dynamics (with � � 2=3) [34]. The dynam-
ics of an interior location of chromatin have yet to be
measured, but one anticipates subdiffusive motion.

Our model can be tested experimentally. Changing the
density of potential origins or the diffusion coefficient
would give easily traceable signature effects on IðtÞ. One
can identify the rate-limiting protein by using mutants with
altered expression levels of the candidate protein. Fusing
the proteins with a fluorescent marker would allow one to
check the nuclear-import hypothesis.

Finally, our model is straightforward to generalize as
better data become available. The decrease of fork speed v
throughout S phase observed in vitro [35] can easily be
accommodated. The dynamics of the number of searchers
can be modified, as well. Equation (7) indicates that a
decrease of NsðtÞ may also explain the observed decrease
of IðtÞ without the need for subdiffusion. However, a
simple degradation mechanism such as _NsðtÞ ¼
�s � �NsðtÞ, with � the degradation rate, implies Ns !
�s=�. Removing or inactivating searchers at the end of S
phase would thus require a further mechanism for actively
controlling the import rate �s. While nothing yet rules out
these more complicated possibilities, the simpler model
advanced here accounts for the known experimental data
and is readily testable.
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